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Abstract Air pollution is a major problem of many countries around the world. The main source of the 

air pollution due to growing urbanization, growth of the industry, vehicles etc. In this research produce 

an empirical model using Landsat 8 satellite data and ground PM 10 measurement for determination of 

particulate matter (PM 10) concentration in the atmosphere over Dehradun city, the capital of 

Uttarakhand . The research focus on air pollution determination using atmospheric reflectance (DOS 

method) and correlate to PM 10 ground measurement. The outcomes of this research showed that 

visible bands of Landsat 8 OLI were capable of calculating PM10 concentration to an acceptable level 

of accuracy. 
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1. Introduction 

 

Air pollution is a universally major issue to human being. It causes various health problems and effects 

on natural environment i.e. increase the level of temperature. Major industrialization, is the main 

source of air pollution and other cause of dispersion of air pollution, including emission from vehicle, 

weather condition, humidity, presence of building and thermal power plant. Air pollution consequently 

shows high spatial variability, even at short distances (Wijeratne et al., 2006). According to 2014 report 

of World Health Organization (WHO), 92% of the world population was living in places where WHO air 

quality guideline standards were not met. Outdoor air pollution in both cities and rural areas was 

estimated to have caused 3 million deaths worldwide in 2012.  

 

Particulate matter (PM10) pollution consists of very small liquid and solid particles which diameter is 

less than 10 micrometer or less floating in the air. PM10 is a major component of air pollution that 

threatens both our health and our environment. (Masitah et al., 2007). Particles in this size range make 

up a large proportion of dust that can be drawn deep into the lungs. Larger particles tend to be trapped 

in the nose, mouth or throat. The study of particulate matter (PM) as air pollutant is important because 

of its effects on human health, atmospheric visibility, climate change, etc. (Leli et al., 2008). So 

mapping of air quality is important for the assessment of annual, seasonal changes and other 

environmental climate changes. Traditionally, two general approaches to mapping air pollution can be 

identified: spatial interpolation and air dispersion modeling (Elliott et al., 1996). The former approaches 

estimate the value of pollution concentration at un-sampled locations in an area of interest by 
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interpolating the measurements from the sampled stations (Masitah et al., 2007). Most of the air 

quality data that currently used are interpolated from the data collected from a limited number of 

measuring stations located mainly in cities or estimated by the numerical air dispersion models 

(Retalis et al., 2010). 

 

Air pollutants can be measured from ground base stations with many different types of instruments. 

But these instruments are quite expensive and limited by the number of air pollutant station in each 

area. The limited number of the air pollutant stations and improper distributed not allowed a proper 

mapping of the air pollutants. Ground instruments are impractical if measurements are to be made 

over large areas or for continuous monitoring. So, they cannot provide a detail spatial distribution of 

the air pollutant over large cities. 

 

This study focuses on the mapping of dispersion of air pollution using remote sensing techniques and 

ground station data. The basic method is a radiometric comparison of a satellite image recorded under 

polluted conditions, with a reference image acquired under less polluted condition. Ground station data 

were used to select a less polluted reference image. In remote sensing, different algorithms are used 

to estimate particulate matter (PM10), depending on the sensor and the spectral band (Sifakis and 

Deschamps, 1992; Sifakis et al., 1998; Retalis et al., 1999; Wald and Baleynaud, 1999; Ung et al., 

2001). The relation between ground observations and estimates of aerosol optical thickness is 

described with linear regression providing the spatial distribution of air pollution. Therefore, in this 

study presented the potentiality of retrieving concentrations of particulate matter with diameters less 

than ten micrometer (PM10) in the atmosphere using the Landsat 8 satellite images over Dehradun. 

The main aim of the study is to finding a suitable empirical equation for the estimation of particulate 

matter using remote sensing technology and ground data. 

 

 
 

Figure 1: Location map of study area 
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Study Area 

 

Dehradun district covers an area of 3,088 km
2
 (1,192 sq mi). Geographical extension of Dehradun is 

between 78°00‘E to 78°15‘E longitudes and 30°15‘north to 30°25‘N latitudes. Dehradun is located in a 

synclinal valley within the Siwalik formation. Rocks under Siwalik formation were thrusted over the 

sediments of Indo-Gangetic Plain along the Himalayan Frontal Fault (Ori and Friend, 1984; Gupta, 

1997). On the east, the Dehradun town is surrounded by the Song River, the Tons River on the west, 

the Himalaya ranges on the north and the south by Sal forests. 

 

2. Materials and Methodology 

 

The methodology process generally was divided into the four steps: data acquisition, pre-processing, 

data processing and validation of results. Arc GIS 10.4, ERDAS IMAGINE 14 and SPSS are used for 

the study. 

 

Pre-processing 

 

In the first step, the raw digital number (DN) values of Landsat imagery have been converted to 

radiance value. In the second step, the radiance value are converted to top of atmospheric reflectance 

(TOA). 

 

Conversion to TOA Radiance 

 

OLI and TIRS band data can be converted to TOA spectral radiance using the radiance rescaling 

factors provided in the metadata file: 

 

Lλ = ML*Qcal + AL … (1) 

 

Where: 

 

Lλ = TOA spectral radiance [Watts/(m2 * srad * μm)] 

ML = Band-specific multiplicative rescaling factor from the metadata 

(RADIANCE_MULT_BAND_x, where x is the band number) 

AL = Band-specific additive rescaling factor from the metadata 

(RADIANCE_ADD_BAND_x, where x is the band number) 

Qcal = Quantized and calibrated standard product pixel values (DN) 

 

Conversion to TOA Reflectance 

 

OLI band data can also be converted to TOA planetary reflectance using reflectance rescaling 

coefficients provided in the product metadata file (MTL file). The following equation is used to convert 

DN values to TOA reflectance for OLI data as follows: 

 

ρλ' = Mρ*Qcal + Ap … (2) 

 

Where: 

 

ρλ' = TOA planetary reflectance, without correction for solar angle. Note that ρλ' does not contain a 

correction for the sun angle. 
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Mρ = Band-specific multiplicative rescaling factor from the metadata 

(REFLECTANCE_MULT_BAND_x, where x is the band number) 

Aρ = Band-specific additive rescaling factor from the metadata 

(REFLECTANCE_ADD_BAND_x, where x is the band number) 

Qcal = Quantized and calibrated standard product pixel values (DN) 

TOA reflectance with a correction for the sun angle is then: 

 

ρλ= ρλ'/sin(θ) … (3) 

 

Where: 

 

ρλ = TOA Planetary Reflectance (Unit less) 

θ = Solar Elevation Angle (from the metadata, or calculated) 

 

Atmospheric Correction 

 

It is worth pointing out that Landsat 8 images are provided with band-specific rescaling factors that 

allow for the direct conversion from DN to TOA reflectance. However, the effects of the atmosphere 

(i.e. a disturbance on the reflectance that varies with the wavelength) should be considered in order to 

measure the reflectance at the ground. As described by Moran et al. (1992), the land surface 

reflectance (ρ) is: 

 

ρ  … (4) 

 

Where: 

 

LP = path radiance 

TV = atmospheric transmittance in the viewing direction 

TZ = atmospheric transmittance in the illumination direction 

Edown = downwelling diffuse irradiance 

ESUNλ = mean solar exo-atmospheric irradiances 

d = earth_sun distance (provided with Landsat 8 metadata) 

 

 
 

Figure 2: Correlation between SWIR and NIR for DOS method 
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Path Radiance (Using Dark object subtraction Method) DOS 

 

This approach indicates lower Lp with increasing wavelength and negligible Lp in SWIR band. 

Correlation with SWIR band with NIR, Red, Green and Blue individually, and found that correlation as 

high as 0.50 for NIR band, 0.16 for Red band and 0.12 for Blue band. Then subtract minimum 

radiance value of NIR band from each visible band. 

 

And the resulting land surface reflectance is given by: 

 

ρ =  … (5) 

 

Atmospheric Reflectance 

 

Atmospheric reflectance is calculated as: 

 

AR = TOA – Surface Reflectance … (6) 

 

Particulate matter (PM), also known as particle pollution, is a complex mixture of extremely small 

particles and liquid droplets that get into the air. Once inhaled, these particles can affect the heart and 

lungs and cause serious health effects. 

 

Here in this Study PM10 is estimated by Multiple Regression Analysis, the result was extended to a 

three and four-band algorithm as: 

 

A = e + e R1 + e R2 + e R3+ e R … (7) 

 

Where: 

 

A = Particle concentration (PM10) 

Ratmi = Atmospheric reflectance, i = 0, 1 and 3 are the band number 

e = algorithm coefficients 

 

Regression Analysis and Mapping 

 

Using linear regression, we established relations between processed image outputs (PM10) and 

ground data of PM10. 

 

Linear Regression 

 

Y = a + bX … (8) 

 

Multiple Regression 

 

Y = a + b1X1 + b2X2 + b3X3 +b3X4 … (9) 

 

Where: 

 

Y = the variable that you are trying to predict (dependent variable) 

X = the variable that you are using to predict Y (independent variable) 
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a = the intercept 

b = the slope 

 

3. Results and Discussion 

 

The digital numbers of the four visible bands namely blue, green, red and NIR of Landsat 8 OLI were 

extracted corresponding to the locations of ground PM10 measurements over Dehradun district. The 

Landsat visible band converted into Radiance, TOA and then surface reflectance using DOS method. 

The atmospheric reflectance calculated from the surface reflectance subtracted from TOA reflectance. 

The scatter plot of visible bands of atmospheric reflectance correlate to PM 10 ground measurements 

is shown in following figures. 

 

Table 1: Calculated PM10 Concentration from Satellite Image Data and PM10 Ground Measurement at Different 

Location of Dehradun District (2013) 

 

Ground station 
pm10 concentration estimated 

from Imagery (μg/m³) 

Monthly average pm10 

concentration measured at 

ground station (μg/m³) 

Clock tower 154.12 159 

Raipur road 163.63 166 

ISBT 183.74 182 

Rishikesh 121.79 123 

 

 
 

Figure 3: Regression analysis between calculated PM10 and Ground PM10 (2013) 

 

Table 2: Calculated PM10 concentration from satellite image data and PM10 ground measurement at different 

location of Dehradun District (2015) 

 

Ground station 
PM10 concentration estimated 

from Imagery (μg/m3) 

Monthly Average pm10 

concentration measured at 

ground station (μg/m3) 

Clock Tower 191.75 173 

Raipur Road 188.67 159 

ISBT 201.44 226 

Rishikesh 174.32 156 
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Figure 4: PM10 Concentration Over Dehradun District (2013, 2015, 2016) 

 

 
 

Figure 5: Highly polluted area of Dehradun City (2013) 
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In the Dehradun district, there are four PM 10 ground station i.e. Clock tower, ISBT, Risikesh and 

Raipur Road. The maximum concentration of calculated PM 10 was 201.44 μg/m³ at ISBT in Dehradun 

as calculated for May, 2013. It is observed that the minimum concentration of calculated PM 10 was 

174.32 μg/m³ at Risikesh (Table 2). From Table 2, it can be observed that the concentration of PM 10 

increased from 201.44 μg/m³  to 375.39 μg/m³ for 2016 and shifted from ISBT to Raipur road due to 

the urbanization at Raipur Road. The minimum concentration of PM 10 increased from 174.32 μg/m³  

to 190.01 μg/m³ for 2016 at Rishikesh 

 

 
 

Figure 6: Regression analysis between calculated PM10 and Ground PM10 (2015) 

 

 
 

Figure 7: Highly polluted area of Dehradun City (2015) 
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Table 3: Calculated PM10 concentration from satellite image data and PM10 ground measurement at different 

location of Dehradun District (2016) 

 

Ground station 
pm10 concentration estimated 

from imagery (μg/m3) 

Monthly average pm10 

concentration measured at 

ground station (μg/m3) 

Clock tower 206.48 209.79 

Raipur road 375.39 377.76 

ISBT 312.29 316.04 

Rishikesh 190.01 197.13 

 

 
 

Figure 8: Regression analysis between calculated PM10 and Ground PM10 (2016) 

 

 
 

Figure 9: Highly polluted area of Dehradun City (2016) 
 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 2928 

 
 

 

The present paper highlighted the assessment of spatio-temporal pattern of PM 10 concentration 

during 2013, 2015 and 2016 over Dehradun -capital of the Uttarakhand and PM 10 changes during 3 

years. The current study utilized Landsat data from 2013 to 2016 and  validate with PM 10 ground 

station measurements. The atmospheric reflectance for blue, green and red bands were determined 

using equation (6), as shows in Figure (10-12). For the study, atmospheric reflectance values correlate 

with different bands, which is adjusted at the ground measurements due to lowest RMSE and highest 

R. 

 

 
 

Figure 10: Multiple regression between AR and PM10 estimated from ground (2013) 

 

Linear regression analysis is carried out to find the relationship between Atmospheric reflectance and 

ground PM 10 concentration. In the first part of analysis atmospheric reflectance of blue, green, red 

and NIR and ground PM10 concentration correlated separately. These resultant value of R² is less 

than 0.4. Therefore, Multiple linear regression analysis was used to develop a model for PM10 

estimation, and the value of R²=0.758 for 2013, R²=0.531 for 2015 and R²=0.841 for 2016. 

 

 
 

Figure 11: Multiple regression between AR and PM10 estimated from ground (2015) 
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Figure 12: Multiple regression between AR and PM10 estimated from ground (2016) 

 

Table 4: Regression results (R) using different forms of algorithms. Calculated PM10 by algorithms, b1, b2, b3 

and b4 are the reflectance values for band1, band2, band3 and band4 of Landsat 8 OLI 

 

A linear regression is used to create PM 10 algorithm based on highest value of R where the R=, for 

2013, R= for 2015, and R= for 2016. The PM 10 algorithm is as below equation (5) for 2013, equation 

(10) for 2015 and equation (15) for 2016. 

 

PM10 = -1069.36 + 5686.114b1 + 11564.33b2 – 3091.88b3 – 3090.33b4 (5) 

PM10 = 59.852 – 16563.4b1 + 25293.48b2 – 4615.48b3s (10) 

PM10 = -2914.44 + 5152.015b1 + 7675.03b2 + 19199.64b3 – 3666.89b4 (15) 

 

 

S. No. Algorithm R² 

1. PM10 = 0.00004b1 + 0.0986 0.02545 

2. PM10 = 0.00005b2 + 0.0787 0.366 

3. PM10 = 0.00007b3 + 0.0563 0.3875 

4. PM10 = 0.00009b4 + 0.0431 0.4014 

5. 
PM10 = -1069.36 + 5686.114b1 + 11564.33b2 – 

3091.88b3 – 3090.33b4 
0.9868 

6. PM10 = 0.00002b1 + 0.1063 0.7125 

7. PM10 = 0.00004b2 + 0.085 0.7133 

8. PM10 = -0.000006b3 + 0.063 0.018 

9. PM10 = 0.00001b4 + 0.0623 0.0461 

10. PM10 = 59.852 – 16563.4b1 + 25293.48b2 – 4615.48b3 0.5316 

11. PM10 = 0.00001b1 + 01305 0.1503 

12. PM10 = -0.00003b2 + 0.1284 0.4858 

13. PM10 = -0.00002b3 + 0.1031 0.3037 

14. PM10 = -0.00004b4 + 0.0940 0.06609 

15. 
PM10 = -2914.44 + 5152.015b1 + 7675.03b2 + 

19199.64b3 – 3666.89b4 
0.9615 
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Where PM 10 is the PM 10 concentration (γ g/m³), Ratm(γ 1), Ratm(γ 2), R(γ and R(γ are atmospheric 

reflectance of visible band. 

 

Temporal Variation of PM10 Concentration 

 

Below the graph shows the average monthly concentration for PM10, during the year 2013, the 

average PM10 recorded are 160.16 μg/m3, during the year 2015, the average PM10 recorded are 

185.37 μg/m3 and in the year of 2016, the average PM10 recorded are 266.95 μg/m3 the result show 

that the average monthly PM10 concentration are increased during the year 2013, 2015, 2016. 

 

 
 

Figure 13: Multi temporal graph of PM10 

 
 

Figure 14: The relationship graph between air temperature and PM10 (2013) 

 

The Relationship between Concentrations of Particulate Matter and Air Temperature  

 

From the following figure, it can be observed that concentrations of PM10 had an obviously negative 

correlation with air temperature. As air temperature increased, concentration of particulate matter was 

significantly decreased. Because intense radiation heats city underlying surface. The lower 

atmosphere is not very stable and turbulent strengthens, which is advantages to the diffusion of 
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pollutants. Therefore, the probability of atmospheric pollution decreased with the increased of the air 

temperature in summer. While the temperature of surface low, the situation is contrary(Tian et. al 

2014) 

 

4. Conclusion 

 

Remote Sensing and GIS based technique was used to estimate air pollution and identify the most 

polluted area of Dehradun district. The calculation of PM10 concentration using the visible bands 

reflectance value of Landat 8 imagery. The result show that the urban area of Dehradun district more 

polluted. This study also prove air pollution can be mapped using satellite data to provide a large 

coverage. 

 The primary assumption about air pollutant particle, the solar irradiance did not reach earth 

surface, so the solar irradiance interact to atmospheric pollutants. Thus the atmospheric 

reflectance directly correlate to ground PM 10 measurements. 

 In this present study, developed an algorithm to estimate the PM10 concentration over 

Dehradun District based on Landsat image data and ground monitoring stations data. Three 

years data has been used to validate the algorithm.  

 The present study suggests that we can monitor PM10 concentration on large coverage, if we 

have selected or less ground PM10 stations. 

 The result show that the average monthly PM10 concentration is increased during the year 

2013, 2015, 2016. 

 The major urban area of Dehradun district is doon valley and the highest PM10  concentration 

is found with in doon valley and is constantly increasing over the valley.   
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Abstract The purpose of this study is to characterize and quantify the evolution and changes in land 

cover of the Kan watershed at Tiébissou between 1988 and 2015. It is based on the exploitation of 

Landsat 5 TM and Landsat 8 OLI images, submitted to a string of processing from ENVI 4.5, ARCGIS 

10.0 and EXCEL 2010. Diachronic land cover analysis revealed six classes in the Kan watershed: 

water bodies, habitats, farming, dense forest, degraded forest and savannah. From 1988 to 2015, 

dense forest, habitats and farming grew respectively by 6.20%, 1.80% and 0.52% while savannah and 

degraded forest shrank by 6.83% and 1.62% respectively. Water bodies remained virtually stable. The 

largest changes occurred in the savannah (36.11%) while the least important changes were in the 

water bodies (0.20%). Degraded forest, dense forest, farming and habitats changed by 26.31%, 

22.30%, 11.77% and 3.32% respectively. Dramatic changes have also occurred within each land 

cover classes at varying proportions. 

Keywords GIS; Kan watershed; Land cover; Progression; Regression; Remote sensing 

 

1. Introduction 

 

The precious and vital natural resources for human survival, such as water, vegetation, are 

increasingly threatened by scarcity and disappearance for demographic, economic and climatic 

reasons.  

 

In Côte d'Ivoire, land cover change has become unprecedented in recent decades. Vegetation cover is 

the perfect illustration of this change. The area of dense forest, which was 15 million hectares at the 
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beginning of the century and 12 million at Independence, was only 6 million hectares in 1975 and 

about 2.5 million hectares in 1990 (Aubreville, 1959; SODEFOR, 1996). The main offending agents in 

this case are agriculture and logging. Côte d'Ivoire is expected to lose all of its national forest cover by 

2034 (Durrieu de Madron et al., 2015) if no action is taken to improve its management. 

 

While some biophysical features of the territories are considered virtually stable on a human scale 

(geology, modeling, hydrographic network geometry, soil cover), others are likely to change more 

rapidly and significant changes may occur. These changes affect large areas in a few years. The most 

dramatic changes are of anthropogenic origin (land use, deforestation and exploitation of natural 

resources, expansion of urban agglomerations).  

 

The Kan watershed is an agricultural area located in the center of Côte d'Ivoire, which experienced the 

long and severe drought of the 1970s. This drought has had a negative impact on natural resources in 

general, and more specifically on water resources, including water availability, soil productivity, food 

security, and in turn on human well-being. The palpable impacts of this drought were, among other 

things, the exposure of agricultural activities to the problem of inter-annual and inter-seasonal 

availability of water resources (surface and groundwater); the intermittence or even the complete 

drying up of the groundwater catchment works (wells), and the drastic decline of the regime of the 

small tributaries of the Kan stream, or even their fragmentation and almost total drying up during the 

exceptionally dry years. This last situation causes the limitation of the cultivable surfaces which are 

reduced for the most part to the zones of lowlands whose humidity drastically decreases. To better 

understand the changes to the surface condition of the Kan watershed, a follow-up study is needed. 

The purpose of this study is to characterize and quantify, from multidate images, evolution and 

changes in land cover between 1988 and 2015. The aim is to perform a diachronic analysis of land 

cover from 1988 to 2015 from Landsat images; to evaluate the evolution of different categories of land 

cover classes highlighted in the watershed, and to spatialize and quantify all of these changes. 

 

The advent of space-based Earth observation techniques facilitates the mapping and monitoring of 

surface conditions in many previously inaccessible regions (Green et al., 1994; Mas, 2005; Shalaby 

and Tateishi, 2006; Jovanović et al., 2015; Rajasekhar et al., 2017; Boussaada-Maabdi et al., 2017). 

The possibility offered by remote sensing space to access an overview of large areas recurrently is 

therefore a major asset for the production of land cover maps. 

 

2. Materials and Methods 

 

2.1. Presentation of the Study Area 

 

The study area is a part of the Kan watershed that represents a sub-watershed of the N'zi. It is an 

agricultural territory located in the center of Côte d'Ivoire between longitudes 4°01' and 5°24' west and 

latitudes 6°51' and 7°41' north (Figure 1). It covers an area of 2,086.31 square kilometers. The Kan 

watershed is part of the transition zone between the Southern Forest and the Northern Savannah. Its 

diet is of the equatorial type of attenuated transition or Baouléen climate characterized by a rainy 

season from March to October and a dry season from November to February. The average rainfall is 

between 1,000 and 1,200 millimeter and the average temperature is 30°C. Relief is slightly uneven 

with some plateaus whose average altitude varies between 200 and 300 meters. Geology is 

essentially granites and shales. Watershed soils are moderately and / or weakly desaturated ferralitic 

types with the addition of ferruginous tropical soils and clay or sand-humus or hydromorphic soils near 

streams and in shallows (Perraud, 1971). These soils are very conducive to agriculture which make 

the departments that make up the watershed (Tiébissou, Sakassou, south extreme of Bouaké and 

north-east of Yamoussoukro) a predominant area of agropastoral activities.  
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Figure 1: Location of the Kan watershed 

 

2.2. Data and Software 

 

The preferred sources of information used for mapping purposes to monitor dynamics of changes in 

the surface states of the natural environment are satellite images. They consist of Landsat 5 TM 

Scene 197-55 of December 23, 1988 and Landsat OLI Scene 197-55 of January 16, 2015 (Table 1). 

The choice of these images is dictated by the fact that they are a source of important information, 

downloadable for free on the NASA website (https://earthexplorer.usgs.gov/). Moreover, these images 

are adapted to the study of the evaluation of the occupation of the ground. The spatial resolution of 

these (30 meters) makes it possible to identify and characterize the different components of the 

landscape (Gracu, 2014). 
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Table 1: Landsat Images of the study area 

 

Satellites Sensors Path Row Dates of acquisition 

Landsat 5 TM 197 055 23/12/1988 

Landsat 8 OLI 197 055 16/01/2015 

 

These images are submitted to a string of appropriate processing from the software ENVI 4.5, 

ARCGIS 10.0 and EXCEL 2010. 

 

2.3. Methods 

 

The evolution of land cover classes and the detection of changes in the surface state of the Kan 

watershed are highlighted on the multidate satellite images through a string of treatments illustrated in 

Figure 2. 

 

Orthorectified images of the study area taken in the dry, cloudless season are of acceptable 

radiometric quality. The preliminary treatment from the ENVI 4.5 software consisted of the extraction of 

the study area. The actual processing combined NDVI, PCA and color compositions to produce 

derived images for good spectral discrimination of different types of land cover in general, and in 

particular vegetation cover (N'Da, 2007). The development of the different classes of land occupation 

consisted in the creation of the training plots (ROIs) for the establishment of the land cover map based 

on the difference of spectral signatures of the objects on the ground. The method uses the maximum 

likelihood classification. This classification is evaluated by the various performance tests (kappa index, 

confusion matrix). A 3 × 3 median filter is applied to the cards to reduce intra-class heterogeneity by 

eliminating isolated pixels. The thematic validation to verify the credibility of the result consisted of a 

visual analysis by comparison between the resulting image of the classification and the basic image 

(color composition). 

 

 
 

Figure 2: Flow chart of satellite image processing 
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The evolution of each land cover class is reflected in the relationship between the same class from 

1988 to 2015. This relationship makes it possible to extract the "stable" or invariant areas 

characterized by values close to zero. "Regression" zones that indicate a loss of class surface and are 

characterized by a negative value. "Progression" zones of the class that translate a surface gain 

characterized by the positive value. 

 

The changes in land cover are evidenced from the difference in land cover classification maps (Gupta 

et al., 1985) from 1988 to 2015 on ArcGIS 10.0. The resulting attribute table or transition attribute table 

that contains the number of pixels that have changed or not between the two dates is exported to 

Excel 2010 to highlight these different changes in land cover classes and to quantify them. Changes 

are characterized by a change or conversion of some or all of one class to another. Otherwise, the 

class remains stable or "unchanged". 

 

3. Results and Discussion 

 

3.1. Diachronic Analysis of Land Cover in the Years 1988 and 2015 

 

The different colored compositions, the ACP and the NDVI made it possible to highlight six classes of 

occupation of the ground which are the water bodies, the habitats, the farming, the dense forest, the 

degraded forest and the savannah. Figures 3a and 3b show respectively the land cover maps from the 

supervised classification of the years 1988 and 2015. 

 

 
 

Figure 3: Kan watershed land cover maps, 1988 (a) and 2015 (b) 
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The spatio-temporal variation in the percentage of class sizes is shown in Figure 4. 

 

 
 

Figure 4: Spatio-temporal variation in percentages of land cover classes sizes from 1988 to 2015 

 

The state of land cover in 1988 revealed a high proportion of savannah (37.69%) and a small 

proportion of water bodies (0.38%). The areas occupied by dense forest, degraded forest, farming and 

habitats vary respectively by 25.01%; 24.18%; 9.24% and 3.5%. 

 

Compared with the year 1988, the highest proportion of land cover in 2015 is represented by dense 

forest (31.21%) and the lowest proportion (0.31%) is accounted for by water bodies. savannah, 

degraded forest, farming and habitats occupy respectively 30.86%, 22.56%, 9.76% and 5.3% of the 

total area of land cover in 2015. 

 

3.2. Analysis of Changes in Land Cover from 1988 to 2015 

 

Table 2 shows the evolution of land cover from 1988 to 2000. 

 

Table 2: Evolution of land cover in the Kan watershed from 1988 to 2015 

 

Years Water bodies Habitats Farming Dense forest Degraded forest Savannah 

1988 0.38 3.50 9.24 25.01 24.18 37.69 

2015 0.31 5.30 9.76 31.21 22.56 30.86 

Evolution 

(1988-2015) 
-0.07 1.80 0.52 6.20 -1.62 -6.83 

Difference area -1.34 37.53 10.77 129.39 -33.77 -142.58 

Term Regression Progression Progression Progression Regression Regression 

 

The Table 2 shows that land cover classes have evolved differently from 1988 to 2015. The savannah 

and degraded forest have strongly decreased (negative value of evolution) whereas the dense forest, 

the habitats and the farming have strongly progress (positive value of evolution). The water bodies 

remained practically stable (value of the regression statistically zero). 

 

The evolution of land cover in the Kan watershed from 1988 to 2015 is illustrated in the graph (Figure 

5). 

 

The analysis of the evolution of land cover from 1988 to 2015 shows that the proportion of water 

bodies has hardly changed (around 0.07%). The latter has remained virtually stable. The dense forest, 
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habitats and farming grew with respective proportions of 6.20%, 1.80% and 0.52%. Savannah declined 

sharply (6.83%) from 1988 to 2015, compared to the degraded forest which declined slightly (1.62%). 

 

 
 

Figure 5: Evolution of land cover from 1988 to 2015 

 

3.3. Detection of the Changes Made in the Different Classes of Land Cover from 1988 to 2015 

 

This progression or regression of land cover classes has undoubtedly led to changes in the different 

classes presented in Table 3. 

 

An analysis of Table 3 shows that all the land cover classes in the Kan watershed underwent more or 

less significant changes from 1988 to 2015. The total area of land cover is estimated at 1092.07 km² 

against 994.24 km² of the unmodified area, a percentage of 52.34% against 47.66%. The most 

important changes occurred at the savannah level with an area of 394.35 km², or 36.11%. The 394.35 

km² of savannah have been converted to 40.40% in dense forest, 30.51% in farming, 20% in degraded 

forest, 9.05% in habitats and 0.04% in water bodies. The least significant changes affected the water 

bodies with an area of 2.18 km², or 0.20%. The classes of degraded forest, dense forest, farming and 

habitats changed with respective proportions of 26.31%, 22.30%, 11.77% and 3.32%. 

 

The most dramatic changes in each land cover class (Table 3) are as follows: 

 

- Farming: 70.95% of the area converted to savannah; 

- Degraded forest: 67.03% of the area converted into dense forest; 

- Dense forest: 65.74% of the area converted into degraded forest; 

- Water bodies: 51.42% of the area converted into savannah; 

- Habitats: 43.18% of the area transformed into savannah; 

- Savannah: 40.40% of the area converted into dense forest. 
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Table 3: Changes made in the different land cover classes from 1988 to 2015 

 

Land cover 

in 1988 

Modified land cover classes from 1988 to 2015 
Changes in each land cover class  

from 1988 to 2015 

Modified areas (km²) Percentage Classes Areas (km²) % 

Farming 128.52 11.77 

Degraded forest 8.03 6.25 

Dense forest 14.34 11.16 

Habitats 14.68 11.42 

Water bodies 0.28 0.22 

Savannah 91.18 70.95 

Degraded 

forest 
287.31 26.31 

Farming 6.09 2.12 

Dense forest 192.59 67.03 

Habitats 16.14 5.62 

Water bodies 0.18 0.06 

Savannah 72.31 25.17 

Dense forest 243.50 22.30 

Farming 4.79 1.97 

Degraded forest 160.08 65.74 

Habitats 6.98 2.87 

Water bodies 0.13 0.05 

Savannah 71.52 29.37 

Habitats 36.21 3.32 

Farming 7.94 21.93 

Degraded forest 6.24 17.22 

Dense forest 6.30 17.40 

Water bodies 0.10 0.27 

Savannah 15.64 43.18 

Water bodies 2.18 0.20 

Farming 0.15 6.89 

Degraded forest 0.32 14.60 

Dense forest 0.33 15.05 

Habitats 0.26 12.03 

Savannah 1.12 51.42 

Savannah 394.35 36.11 

Farming 120.32 30.51 

Degraded forest 78.88 20.00 

Dense forest 159.33 40.40 

Habitats 35.68 9.05 

Water bodies 0.14 0.04 

Modified tatal 

area 
1092.07 52.34 

 

Kan 

watershed 

area 

2086.31 100 

Unmodified 

area 
994.24 47.66 

 

3.4. Discussion 

 

The technique of classification of the occupation of the ground implemented, the evolution of the 

classes and the various changes made in these classes deserve to be discussed. As long as the 

spectral characteristics of objects on the surface of the soil observed change over time, the 

comparison of multitemporal images makes it possible to detect the existence of possible changes 
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(Guarguet-Duport and Girel, 1995). In the present study, the results of the changes show some 

imperfections, notably confusions between certain classes whose characteristics are very close 

together during the classification. These include habitats modification, habitats conversion to farming, 

water bodies and savannah. Some modifications are probable since this dynamic take place over a 

period of 27 years. Nevertheless, a ground truth deserves to be undertaken. These confusions are 

also observed in the case of the transformation of degraded forest into dense forest and / or savannah 

and vice versa. The Landsat TM and OLI images, taken in the savannah zone and in the dry period, 

the vegetation is mostly herbaceous and tends to dry (without chlorophyllous activity) to mingle with 

bare soil. The few semi-deciduous dense forests and scattered crop plants in the savannah do not 

facilitate the discrimination of these classes. This same remark was made by N'Da et al., 2008; Aahda 

et al., 2008; Soro et al., 2013. 

 

The maximum likelihood-supervised classification technique, however, remains relatively reliable 

(Brou, 2005, Koudou, 2013, Soro et al., 2014, Havyarimana, 2015, Koffi-Didia and Coulibaly, 2017) 

and is considered very reliable performing in the case of land cover map development (Kouassi, 

2007). However, the single multispectral classification is ineffective in achieving an indisputable 

mapping of land cover from images. It is therefore necessary to use different image analysis 

procedures (spectral, textural and mathematical morphology) (Noyola-Medrano, 2006). The difficulty of 

certain land cover classes to be discriminated more particularly in the countries of sub-Saharan Africa 

was also highlighted by Kayembe et al. (2009). 

 

Notwithstanding some confusions in some classes, these images have somehow been able to reveal 

the general trend of the dynamics of land cover in the Kan watershed. The strong progression of the 

dense forest and sharp regression of the savannah is in agreement with the results of Soro et al. 

(2014) in the center of Côte d’Ivoire. 

 

The increase in the area of farming and habitats is attributable to population growth in this 

predominantly agricultural region where human pressure is constantly causing anthropisation of 

natural areas. As for the progress of the dense forest, it is due to the reforestation policy implemented 

by the Ivorian state and the introduction in this part of the territory of new cultural practices (rubber, 

etc.). 

 

The even insignificant regression observed at the level of water bodies is to be attributed to the 

combined action of water withdrawals in the various dams or reservoirs for agricultural development 

and the evaporation of these plans of water. This situation causes the splitting up of rivers and even 

their almost complete drying up in very dry years. According to Soro et al. (2014), there is a food deficit 

or a decrease in surface runoff. 

 

These multiple evolutions and changes in the land cover classes of the Kan watershed reflect a 

considerable impact of human activity (bushfires throughout the dry season, urban sprawl supported 

by population growth, agricultural development, etc.) on land cover. 

 

4. Conclusion 

 

The study of land cover dynamics of the Kan watershed using Landsat TM and OLI imagery allowed 

us to monitor changes in each land cover class and to quantify their evolution. From 1988 to 2015 in 

the Kan watershed, the classes of land cover of dense forest, habitats and farming grew by 

respectively 6.20%, 1.80% and 0.52%. The savannah and the degraded forest have regressed. The 

regression was strongly felt in savannah (6.83%) and dense forest (1.62%). The water bodies 

remained virtually stable. In addition, all land cover classes in the Kan watershed have undergone 

more or less significant changes during this period. The total modified area of the land cover classes is 

estimated at 1092.07 km² or 52.34%, compared to 994, 24 km² of the total unmodified area (47.66%). 

The most important changes occurred in the savannah (36.11%) while the least important changes 
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were in the water bodies (0.20%). Degraded forest, dense forest, farming and habitats changed with 

respective proportions of 26.31%, 22.30%, 11.77% and 3.32%.  

 

Within each class, dramatic changes have occurred in different proportions: 

 

- 70.95% of the farming were transformed into savannah; 

- 67.03% of the degraded forest has been converted into dense forest; 

- 65.74% of the dense forest has been converted into degraded forest; 

- 51.42% of the water bodies were transformed into savannah; 

- 43.18% of the habitats were transformed into savannah; 

- and 40.40% of the savannah has been transformed into dense forest. 

 

All these changes are due to the combined action of human activities supported by population growth 

and climate change. 

 

The present study opens perspectives on the dynamics of the occupation of the soil in the years to 

come. It involves using predictive modeling, which is a projection technique on the future of a 

landscape, which takes into account all the socio-economic and biophysical factors that explain the 

changes observed in the occupation of soil in the future. 
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Abstract Qatar is one of the rapidly developing countries in the world due to its surging economy. This 

has led to a boost in the population size and thus influencing the country’s waste management system 

on a large scale. Management of waste is the foremost task of a country as it can lead to outspread of 

diseases, illness and can harm the environment if kept unmanaged. According to Qatar national vision 

2030, the key role of Qatar is to plan and create solutions that are sustainable for management of 

waste. The major outflow of domestic waste in Qatar is from the homes, shops, hotels and restaurants. 

The method followed in Qatar for domestic waste disposal is collecting waste from the bins by the 

trucks, loaded in the transfer stations and then taken to landfills. This study is focused on the waste 

management in a small urban area of Qatar. Waste management in the sense, to make the waste 

collection sustainable by providing or reallocating the bins according to waste generation and 

population density utilizing GIS application. The results acquired after analysis shows that there is 

notable minimization or saving of time after re-distributing the bins. 

Keywords Buffer; GIS; Hotspot analysis; Network analysis; Qatar; Waste management 

 

1. Introduction 

 

Qatar has been developing very fast in recent years and the country is continuing to grow. Solid waste 

management seems to be the most highly challenging task due to the high population growth, 

industrialization and urbanization. According to a report published by Ministry of Development 

Planning and Statistics (MDPS), 2017, Qatar Environment Day 2017, Qatar generates a per capita 

waste of 1.23 kg per day as of 2015. Qatar’s production of domestic solid waste is more than 2.5 

million tons per year. Solid portion of the waste mostly comprises of organic substances (~60 %) and 

the remaining portion comprises of the recyclables, which consists of paper, glass, plastics and metal 

(Zafar, 2016). Qatar, due to the lifestyle and continuously growing population has increasing amount of 

waste generation. Therefore, in order to cope up with the generated waste in a sustainable way, there 

needs to be a solution. The management of waste can be started from small scale, which then can be 

expanded to other areas. This research will enhance the idea about the waste management system in 

Qatar and how it can be managed in an efficient way using GIS. Qatar is one of the rapidly growing 

economies worldwide. Qatar needs to improve its waste management system to keep up the standard 
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level of living. One of the visions for Qatar 2030 is to create sustainable solutions for managing the 

solid waste. This study will provide information about the management of waste in urban areas, as 

there is a lack of research in those areas. This research also shows that there is a need for 

sustainability in managing waste as it makes the task more efficient, saving cost and time. 

 

In any country, its population, geographical conditions, seasonality, and socio-cultural properties are 

the major components that effect the rate of production and composition of domestic solid waste 

(Akinci et al., 2012; Chandrappa et al., 2012; Khatib, 2011; Magrinho et al., 2006). As claimed by 

Khatib (2011), waste generation is dependent on the population growth of developed and developing 

countries, if the population growth increases, the waste generation tends to increase. The disposal of 

municipal waste from restaurants, hotels, and households, can create danger for public health and 

environment, if the wastes are not managed in a proper way. The economic status of the country 

determines the quantity of waste generated, however, the components of waste are almost similar to 

some degree among the countries. Research done by Chandrappa and Brown (2012), states that in 

low-income countries, the rate of waste generation is between 0.3-0.9 kg/capita/day, and in high-

income countries, the rate of waste generation is between 1.4-2.0 kg/capita/day. Apart from the 

quantity of waste, the component that determines the generation rate of municipal solid waste (MSW) 

is the percentage composition of MSW constituents. In case of low-income countries, people’s way of 

living produces organic waste that shows about 50% of the total MSW generated. And for the case of 

high-income countries, people’s ways of living are a bit different, which is mostly ordering the food 

rather than cooking the food at home, and this will minimize the organic waste, which shows less than 

30% and there might be an increase in inorganic materials like packaging materials (Khatib, 2011) that 

might increase the generation rate. The fundamental aspect of public health and environmental 

management is the management of solid waste. During the past times, solid waste generated were 

mostly natural and food waste. At those times, the problems with waste management were little, but 

due to the increase in population and rapid increase in urbanization and expansion in technology, the 

issues of managing solid waste became more problematic and as the generation of waste kept on 

increasing with the time passing on, the condition of solid waste management (SWM) got more 

daunting. 

 

Management of waste includes the process of managing all the waste from its origin until the final 

scrapping. Waste generation can be from any sector of the society including industries and societies, 

and its management impacts households and health care. The management process of different 

wastes differs from country to country and place to place. The waste quantity can be differentiable in 

different sectors of a country. Where there are ongoing human activities, different sources contribute to 

the municipal or household wastes. Some studies have shown that the households generate much of 

the municipal waste (55%-80%) in the developing countries, and then comes the market or 

commercial outlets (10%-30%) having different quantities coming from the streets, industries and 

distinct establishments (Nabegu, 2010; Nagabooshnam, 2011; Okot-Okumu, 2012). 

 

One of the significant administration issues in solid waste management is developing techniques for 

data interpretation (Tinmaz et al., 2006). The issue of waste is not only because of increased 

quantities but also largely because of inadequate management system. One of the largest oil 

producers globally is the kingdom of Saudi Arabia; yet, Management of solid waste in the country is 

done in the simplest way. The simplest way being the collection of waste and dumping it in open 

dumping ground (Ouda et al., 2013). After an increase in awareness of many problems faced due to 

the increased generation of about 14 Mt/year of MSW, the Government of Saudi made new rulings to 

aid the management of MSW in the early 2015. 

 

A report “What a Waste: A Global Review of Solid Waste Management”, published by the World Bank 

in 2012, conveyed numerical information associated with generation of waste, and demonstrated that 

the measure of waste produced had expanded from 0.64 kg/capita/day in 2002, with a population of 
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2.9 billion, to 1.2 kg/capita/day in 2012, with a population of 3 billion individuals. The increase in rate of 

waste generation was obviously the outcome of growing populace. The increasing amount of waste 

generation day by day is grasping the attention of the governments and stakeholders responsible for 

the country’s waste management. Management of waste is a mandatory process to keep the 

environment tidy, which will help in minimizing the risk of negative effects that can deteriorate the 

health of all living beings. 

 

1.2. Waste Management in Qatar and Gulf Co-Operation Council (GCC) Countries 

 

Despite the fact that the Gulf co-operation council (GCC) countries are reviewed by their advanced 

development and richness, they do not have proper research with respect to the waste management 

and they utilize the extensive regions of deserts as landfills. The report published in 2008 by the Arab 

Forum for Environment and Development (Tolba et al., 2008) stated that GCC countries had the 

highest rate of construction waste followed by municipal waste, consisting mostly of organic materials. 

One of the main goals in Qatar national vision 2030 is to save the environment by promoting recycling 

and minimizing the generation of waste in all the public and private sectors. In any case, findings show 

that there is still much to improvement in the manage of solid waste in Qatar. Only few studies have 

been done in Qatar related to this topic, and this might be due to lack of information and 

methodologies to understand the issues identified with municipal solid waste generation. It is known 

from the previous studies that the quantity of waste generation depends on the population of the 

country. Qatar due to its rapid development of economy has seen an increase in rate of population and 

that contributes to multiplying the waste generation Table 1. 

 

There are currently four waste transfer stations situated in South Doha, West Doha, Mesaimeer, and 

Dukhan, to which all the Qatar’s urban waste from all its seven municipalities are brought. The wastes 

are then compacted from those transfer stations and transferred to the domestic solid waste 

management center or landfill situated in Mesaieed through transfer trailers. Q-Kleen is the private 

company under the administration of Ministry of municipality and environment that is in-charge for the 

transfer of waste from waste bins to transfer stations (Ahmad, 2016). As stated by the statistics for 

domestic solid waste generation 2013-2014, a sum of 7,569 tons of solid waste was generated out of 

which domestic waste comprised 2,700 tons. Domestic waste includes the waste from all sectors 

except for waste from hospitals and construction sites (Ahmad, 2016). 

 

Table 1: Daily generation of waste by type (metric ton/day) 

 

Year 
Domestic 

waste 

Construction 

waste 
Bulky waste Tires Others Total 

2010 2,320 25,215 4,792 51 14 32,391 

2011 2,234 26,219 4,798 59 16 33,325 

2012 2,388 26,594 4,507 67 15 33,571 

2013 2,550 25,629 4,922 70 28 33,197 

2014 2,871 19,332 4,788 87 34 27,113 

2015 3,002 11,716 5,614 125 594 21,051 

Source: MDPS, 2017 

 

According to one research (Ahmad, 2016) conducted for the quantification of domestic solid waste 

among 84 houses from different municipalities, it was revealed that the average quantity of waste was 

about 1.135 kg/capita/day. From the constituents of wastes, organic waste was found to be the most 

with 60.98%, and then plastics with 8.85%, followed by clean paper with 8.46%, and lastly ceramic 

scrap and glass with 6.10%. As of 2015, Qatar generates a per capita waste of 1.23 kg/day, according 

to MDPS (Figure 1). 
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Qatar is almost surrounded by water from all the sides except the southern part of the country that has 

a land border with the Kingdom of Saudi Arabia. As of 2016, Qatar has a population of about 

2,545,603. Due to Qatar’s fast-growing economy, population rates increased by 67.6% from 2010 to 

2015. A small area in Qatar named Bin Mahmoud was used as a case study in this research. 

According to ministry of development planning and statistics, the population of Bin Mahmoud is 

34,028, as of 2015. Bin Mahmoud falls under the Doha municipality and under zones 22 and 23. 

 

 
 

Figure 1: Per capita domestic waste production (kg/per/day) (Source: MDPS, Qatar Environment Day 2017) 

 

We initiated this study to get a factual idea about the management of waste in Qatar’s small 

residential/commercial area using GIS based application. In this study, GIS enabled us to get a 

realistic idea about the production and management of wastes in different locations of the study area 

and helped us in manipulating the data to perceive the mechanism of management of waste broadly. 

ArcGIS software was used to analyse the waste generation and capacity of bins allocated in each 

block of the study area. ArcGIS was also used to reallocate the bins according to proximity analysis 

and population density ensuring that all the places are covered. The objectives of the research were: 

 

1. To review current solid waste management (SWM) practices including waste generation, 

location, type & size of waste bins. 

2. To find and allocate new collection bins based on solid waste generation using GIS technique. 

3. To solve the irregular distribution of bins and redistribute the waste bins of study area to 

complete the collection process at less cost and save time. 

4. To find the optimal proximity distance for the collection bins by generating buffer zone. 

5. To analyse the hotspots and cold spots of the waste bins in the study area.  

 

Thus, the study was expected to help in analysing the present SWM collection issues and thus can be 

used as a decision-supporting tool for efficient collection and SWM in the study area. 

 

2. Materials and Methods 

 

Based on the proposals from the past studies, the objective was accomplished utilizing ArcGIS. The 

methodology of GIS techniques to be applied in the research area followed five phases: 

 

1. Data collection 

2. Development of GIS database 

3. Analysis of present solid waste collection in the study area 

4. The optimal allocation of collection bins for the proposed model based on road network, 

population density and; 

5. Analysis of optimal proximity by creating buffer zone of the existing and proposed models. 
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2.1. Study Area 

 

Qatar is a peninsula as it is mostly surrounded by water extending northwards covering an area of 

11606.8 km
2
 and shares a land border with the Kingdom of Saudi Arabia along the southern region. 

Qatar is divided in to 7 municipalities consisting of 94 zones, and 755 districts. The population of Qatar 

is about 2,545,603 as on February 28, 2016 (MDPS). Due to the exports of natural resources like 

petroleum and gas, Qatar has had a rapid developing economy, which aided in rapid increase in 

population rate. The study area is a residential area in Qatar, located in the country’s east side 

covering an area of 1.8 km
2
, known as “Bin Mahmoud”. Bin Mahmoud area was chosen out of all the 

other areas in Qatar due to the reason that it is one of the oldest cities in Qatar, and contains all types 

of buildings, apartments, schools, mosques, open space, parks and other commercial outlets. Figure 2 

presents the location of this area. 

 

 
 

Figure 2: Location of Bin-Mahmoud – Zones 22 and 23 

 

  
Figure 3: Methodology and analysis steps 
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2.2. Field Data Collection and Database Creation 

 

The methodology includes the collection of data about the management of waste in Bin Mahmoud 

area of Qatar. The first step was going to the study area and noting down all the required data; 

location, number of bins and the capacity of each bin. This information collected was used in creating 

database for further analysis as shown in Figure 3.  

 

Following are the ways in which the field-data collection was done: 

 

• Locating the waste bins with GPS and marking on the map. 

• Recording the number of waste bins in the study area. 

• Monitoring the quantity of waste generated in different places. 

• Creating a map that locates the bins and the distance between them. 

• Recording how the waste is collected from the bins. 

• Monitoring what type of vehicle and equipment are used for waste collection. 

• Identifying if there are areas with the display of hoarding for the bins. 

• Different numbers are allocated to the locations of bins to identify them easily. 

 

 
 

Figure 4: Location of existing bins in Zones 22 and 23 

 

Primary data about the solid waste of the study area was collected through Global Positioning System 

(GPS) survey throughout the study area. The two hundred sixty bin locations were recorded with 

different bin types (Figure 4). The exact location of the solid waste bins, containers and illegal waste 

disposal sites was collected by using GPS device. Spatial data was generated using collected GPS 

data and Google Earth Images. An amount of secondary data about other relevant information 

associated with solid waste management like population, economic data, were collected from 

Government organizations. The different types and forms of information was converted into the GIS 

database. GIS software (ArcGIS 10.3) with its network analyst extension was used to recommend 

reallocation of waste bins, containers location, routes for collection and preparation of final maps. 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 2907 

 

2.3. Geostatistical Interpolation (Inverse Distance Weighted (IDW)) 

 

An interpolation model can be constructed and evaluated using the geostatistical analyst function. 

Selection made in one of the sites decides which options will be available in the next, and the way you 

manipulate the data aids in constructing a satisfactory model. The interpolation of inverse distance 

weighting evaluates the values that are not known by specifying the closest points, search distance, 

power setting and barriers (ESRI, 2015). 

 

2.4. Buffer Analysis 

 

A buffer zone can be defined as an area surrounding any mapped attribute, and that area is estimated 

in units of distance. It is utilized in the analysis of proximity (ESRI, 2015). 

 

2.5. Hotspot Analysis 

 

The hotspot analysis helps us to determine if the attribute is significant or not. It calculates the Getis-

Ord Gi* statistic for each component in a dataset. This statistic results in z-scores, p-values and 

confidence level of bins which highlights high (hot spot) or low (cold spot) values clustering spatially. A 

statistically significant hotspot area is where the attributes have higher values with other high values 

surrounding them. A high value of z-score and low value of p-values means that the spatial cluster is 

formed of high values representing a hotspot area. A confidence level of 99 percent of statistical 

significance is given when the feature falls in the +/-3 bins. A confidence level of 95 percent of 

statistical significance is given when the feature falls in the +/-2 bins. A confidence level of 90 percent 

of statistical significance is given when the feature falls in the +/-1 bin. No confidence level is given 

when the feature falls in bin zero, as it is not statistically significant (ESRI, 2015). 

 

2.6. Network Analysis 

 

Network analysis in GIS aids in finding the efficient routes or creating routes to travel from one point 

location to another considering distance, time and cost on an existing attribute class or attribute layer. 

It helps in reducing the time and cost by determining the best course for travelling and reaching the 

destination (ESRI, 2015). 

 

3. Results and Discussion 

 

This section will discuss about the results obtained from all types of analysis and models created in 

ArcGIS software. The major findings in this research will demonstrate the need for bin allocations 

according to population density, waste generation, concentration of bins regardless of their capacity, 

and re-routing of collection trucks to reduce the time and cost. 

 

3.1. Types of Bins 

 

There were five types of bins found in the study area (Table 2).  

 

Table 2: Distribution of existing bins 

 

Type of bin Number of bins 

1100 Liter 364 

360 Liter 9 

240 Liter 38 

18 Cubic Meters (18000 Liter) 1 

7 Cubic Yard (5351 Liter) 6 

 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 2908 

 

The 1100-Liter bins were distributed the most around the area with other types of bins distributed in 

very less places. After creating the corrected new bin locations with corrected new bin capacities, the 

distribution of the type of bins and their numbers are listed in the Table 3. 

 

Table 3: Distribution of re-allocated bins 

 

Type of bin Number of bins 

1100 Liter 393 

360 Liter 6 

7 Cubic Yard 6 

 

The 1100-liter bins were increased, and the 240-liter bins were removed. The larger bins were 

distributed in more places as they would consume less place by adding just one or two instead of four 

or five of the small bins and more over large bins can contain more waste. The 7 cubic yard waste 

drums were placed in places where they threw large materials like cupboards and house appliances. 

 

3.2. Land Use Map - Zones 22 and 23 

 

 
 

Figure 5: Land use – Zones 22 and 23 

 

Seven types of land uses were present in Bin Mahmoud area (Figure 5). The data were collected from 

Qatar GISNet. Seven land uses included commercial frontage, commercial office, mosques, 

multifamily residential buildings, park/recreation/open space, and public institutions. 

 

3.3. Block Level Population - Zones 22 and 23 

 

The population map shows that the population is generally distributed between 133-313 people per 

block with highest population of 1011-1671 people in blocks of large apartment areas (Figure 6). 
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3.4. Existing Bin Location and Capacity 
 

Existing bin capacities as distributed by the municipality are shown in Figure 7. 
 

 
 

Figure 6: Population 2015 – Zones 22 and 23 

 

 
 

Figure 7: Existing bin capacity in liters 
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3.5. Waste Generation 

 

Figure 8 was created for the waste generated per capita taken from Ministry of Development Planning 

and Statistics, which is 1.23 kg/person/day as of 2015. The highest generation of waste is from the 

areas with high population. Majority of the area produces a maximum of 300 kg/day with increasing 

waste generation of up to 2000 kg/day in areas of commercial outlets and high population living mostly 

in large apartments. 

 

 
 

Figure 8: Waste generation 

 

3.6. Re-allocation of Bin Location and Capacity 

 

 
 

Figure 9: Re-allocated bin capacities 
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186 bin locations were allocated by suggesting different sizes of bins at different locations depending 

on the population and waste generations. Bin capacities were re-allocated and distributed depending 

on the population and waste generation after the analysis of the data using GIS (Figure 9). 

 

3.7. Existing Bin Location - Buffer Zone 

 

 
 

Figure 10: Buffer zone map 

 

Figure 10 displays 50 m buffer from each of the bin locations. 50 m is the optimum distance for the 

residences. Some of the places were found to be vacant which were filled by adding or relocating the 

bins. 

 

3.8. Re-allocation of Bin Location and its Buffer Zone 

 

Figure 11 was created after the addition and reallocation of new bins according to the population 

distribution. Some of the vacant places that fell out of the buffer zone were covered by the buffer zone 

in this map, but still there were some more vacant places. These vacant places were found to be due 

to empty lands or empty apartments or the area was under construction. 
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Figure 11: Re-allocated bin buffer zone map 

 

3.9. Hotspot Analysis for Existing Bin Location 

 

 
 

Figure 12: Existing bin location - significance of hotspots 
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It is well demonstrated in Figure 12 where the number of bins are concentrated more. These bins are 

the ones placed by the municipality. The red area in the map shows more concentration of bins, and it 

is classified into three categories of confidence level. The highest confidence level is 99%, which 

indicates the darkest red color, followed by lighter ones that are of confidence level 95% and 90%. The 

yellow area indicates that the bins in those areas are not of any significance. The areas that show the 

lowest significant values are the places that have very low number of bins and these form the cold 

spots. 

 

3.10. Hotspot Analysis for Re-allocation of Bin Location 

 

 
 

Figure 13: Re-allocated bin location - significance of hotspots 

 

Figure 13 was created after new bin locations were added. As explained in the previous map the 

hotspot area is the area with more significant values or in other words more concentration of number 

of bins. Just the difference in this map is that the hotspot area has shifted a bit to the center of the map 

after relocation of the bins. Moreover, this is reasonable because of the high number of villas and 

small apartments in those areas. The tall buildings or apartments usually keep less number of bins 

with large capacity, so the hotspot does not fall in those areas. As for the cold spots, they have also 

shifted from the previous areas, due to the redistribution of bin locations in those areas. 

 

3.11. Route Optimization for Existing Bin Location 

 

The routing for the collection of existing bins from their locations were identified and interpolated using 

the network analyst. 219 stops were made for 260 bin locations. It is not that 260-bin locations only 
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had 260 bins; each bin location had one or more than one bins. The stops were made according to the 

hotspot of the bin locations. If there were bins nearby in one of the locations, only one stop was made 

for the convenience of collection (Figure 14). 

 

 
 

Figure 14: Route map for existing bin locations 

 

Zone 1- colored red as shown in the above figure 14 has 89 stops that has a routing distance of 6.5 

miles and by following the speed limit given, it takes 20 minutes to cover that distance. Zone 1 also 

produces 20192 kg or about 20 tons of waste. The garbage truck collecting the garbage wastes can 

compact up to 20 tons. After checking the time, the waste trucks take at each stop, the average time 

taken was found out to be two minutes. The actual time taken to collect all the waste from Zone 1 is 

calculated by using the below formula: 

 

Real time = (Number of stops* Time taken at each stops) + calculated time for Routing distance 

Real time = (89*2) + 20 min = 198 minutes = 3.3 Hours. 

 

Therefore, the total time taken to collect all the waste from zone 1 is 3.3 hours and it needs only one 

truck to complete the collection of waste. 
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Zone 2 - colored green has 65 stops that has a routing distance of 4.3 miles and takes 12 minutes to 

complete the route length. Zone 2 produces about 11891 kg or about 11.89 tons. So, the actual time 

taken to collect all the waste from zone 2 by stopping at all the stops is calculated as: 

 

Real time= (65*2) + 12 min = 142 minutes = 2.37 Hours. 

 

Therefore, it takes 2.37 hours to collect all the wastes from zone 2. Only one truck is enough to collect 

the waste from zone 2. 

 

Zone 3 - colored yellow has 65 stops that has a routing distance of 4.7 miles and takes 13 minutes to 

complete the route length. Zone 3 produces 9772 Kg or about 9.7 tons of waste. So, the actual time 

taken to collect all the waste from zone 3 by stopping at all stops is calculated as:  

 

Real time= (65*2) + 13 min = 143 minutes = 2.38 Hours. 

 

Therefore, it takes 2.38 hours to collect all the wastes from zone 3. Only one truck is enough to collect 

the waste from zone 3. 

 

To sum up, it took about 8.05 hours and a total of three trucks of 20 tons compacting capacity to 

collect the total waste of 41855 kg or about 41.85 tons generated from all the three zones. 

 

3.12. New Route after Re-allocation of Bin Location 

 

 
 

Figure 15: Re-allocated bin locations - new routing map 
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This new route was created after the new bin locations were added. There were 186 bin locations and 

182 stops to be made. The stops and the number of bin locations are almost same due to the reason 

that the bin locations were added in such a way that it is not crowded in one place while the other 

place is empty. This has helped in reducing the time and cost.  

 

The new route summary covers 17 miles and takes 49 minutes to complete the route length as derived 

from figure 15. There is an increase in distance due to the addition of bin location in places where no 

bins existed earlier. As per previous collection process, two minutes were taken into account for each 

stop. Therefore, in this new route for the new bin locations there are 182 stops in total. So, using the 

previous formula for calculation of real time taken after stopping at each location, 

 

The real time = (182 * 2) + 49 minutes = 413 minutes or approximately 6.88 hours. 

 

As one trucks has capacity to compact 20 tons, three trucks should be enough to collect all the wastes 

in the study area. Therefore, if the 6.88-hour job is divided in to three trucks, each truck will need 

different time in three different zones: 

 

Zone 1: Time taken = (76*2) + 21 minutes = 173 minutes = 2.88 hours. 

 

Zone 2: Time taken = (61*2) + 14 minutes = 136 minutes = 2.27 hours. 

 

Zone 3: Time taken = (45*2) + 14 minutes = 104 minutes = 1.73 hours. 

 

It is noticed that there is a huge reduction of time after redistributing the bins and rerouting, reducing 

the man power, saving cost and time. After new bin locations were created the collection time 

decreased from 483 minutes to 413 minutes, which saved around 1 hour and 10 minutes in total each 

day. 

 

4. Conclusion 

 

A short and brief description about management of solid waste and the advantages of using GIS in the 

process of managing this solid waste has started this case study. To use GIS in the process of solid 

waste management was the main aim of this case study. Through various field works in the study area 

and contextual findings, this research has shown the advantage of utilizing GIS in the fields related to 

solid waste management. Different case studies have shown that with GIS agencies and organizations 

running different waste management issues, it was possible to diminish the work stress, save time and 

reduce cost and enhance the serviceability.  

 

The main approach used in this case study done in Qatar’s Bin Mahmoud area was to use GIS to 

locate waste bins that are inappropriately placed and to relocate those waste bins and stabilize the 

amount of work done. Collection of the waste is the costliest part of waste management and is not an 

easy task. The main aim was to make the waste collection more efficient using GIS. The result was 

obtained by relocating the bins in such a way that they are distributed according to population and 

waste generation and in addition, optimizing the routes using GIS-based network analysis tool. The 

utilization of GIS can help in reducing the time and cost in a significant way. 

 

The result obtained from this case study can help the municipality of Qatar in creating a more self-

sufficient waste management strategy. This case study has proven that with GIS it is possible to 

reduce the workload and save time. As discussed in the previous section earlier the time taken to 

collect all the waste in the existing routes with its existing bin locations was 483 minutes and the new 

route made after re-allocating the bins needed only 413 minutes, reducing the time by 1 hour and 10 

minutes from the existing collection time. 
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The utilization of GIS in the process of waste management in Qatar, starting from waste source to the 

dumping ground will help in analyzing, demonstrating, and solving all the complex problems. This will 

make the management system more efficient, which in turn will be saving a lot of time and cost and 

help also in making the management of waste sustainable in future. 

 

This research project provides a general idea about the waste management in Qatar and about the Bin 

Mahmoud area’s waste management in particular. The provided information in this case study could 

help in the future planning of waste management in Qatar.  
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Abstract Environmental Sensitivity Index (ESI) mapping provide a concise summary of coastal/inland 

resources that are at risk if an oil spill occurs nearby. Environmental sensitivity index (ESI) maps can 

be used for oil spill contingency planning, environment management planning and emergency 

response. To this end, the study attempts to establish the inland habitats and their sensitivity to oil spill 

along the 4.95km of the pipeline passing through Ugbomro community and as it relates to its environs. 

Ikonos image of the area obtained from Google Earth, were digitized manually and the land use/land 

cover map of the areas were derived using ArcGIS 10.1. The ESI classification and ranking was done 

for the inland habitat by considering the importance of indigenous flora/fauna species to rural 

livelihood, oil ecosystem interaction, and ease of clean up. The result suggests that built up area, 

water body and wetland having ESI ranking to be Very High and ESI classification of 5A, 5B and 5C 

respectively. Farmland ESI ranks High with ESI classification of 4, Semi natural vegetation has ESI 

ranking of Medium with ESI classification of 2 and bare surfaces had ESI ranking to be Low and ESI 

classified as 1. An emergency response zone and priority booming were proposed along the pipeline 

route as a means of curtailing the spread of oils to sensitive resources. 

Keywords ESI; Emergency; Oil spill; Pipeline; Risk; Zone 

 

1. Introduction 

 

Crude oil remained one of the most sort after commodity which man cannot do without. Consequently, 

oil spills will continue to cause damaging effect on the environment because it is difficult to separate 

from oil exploration and exploitation (Aroh et al., 2010). In the Niger Delta, huge oil exploration and 

production are associated with frequent and rampant crude oil spills. The regular occurrence of oil 

spills in Niger Delta are results of deliberate act of vandalism of flowline, pipeline leakages, failures of 

oil facilities and overflow of process components. These caused considerable degradation of the 

environment, fundamental changes to social and environmental policies. Several barrels of oil have 

been spilled through oil pipeline into the environment due to lack of regular maintenance of pipelines 

(Nwilo and Badejo, 2010). Spilled oil is able to impair living things since its chemical constituents are 
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poisonous (Sojinu et al., 2010). The impacts of the oil spillages in the Niger Delta are numerous; such 

as adverse effect on the growth of plants due to widespread contamination of soil, pollution of water 

bodies (Batzias et al., 2011), impingement on organisms through internal exposure (ingestion and 

inhalation) and external exposure (skin and eye irritation) that causes infertility and cancer (Ordinioha 

and Brisibe, 2013). 

 

Pipelines remain one of the most convenient and economical means of transporting crude oil across 

difficult terrain and over long distances from production facilities to distribution outlets (Alencar and De 

Almeida, 2010; Dey, 2010; Lins and de Almeida, 2012), though pipeline brings danger closer to 

homestead and farms (Phil-Eze and Okoro, 2009; Williams and Benson, 2010). 

 

Oil pipeline spills can be caused by structural failure, operation error and third party damage (TPD) 

such as accidental rupture of pipelines (Achebe et al., 2012; Kandiyoti, 2012). Consequently, the 

present quest to increase production without addressing the animosity between host communities, 

government, and MOCs may further worsen existing problems of oil interdiction in oil-producing 

communities (Onuoha, 2008; Achudume, 2009). Despite global awareness of oil spill incidents, little 

attention is paid to onshore oil spills compared to offshore (Fingas, 2000; Reible, 2010; Chen and 

Denison, 2011). Most pipelines pass through various inland habitat and human settlements as is the 

case of the case of Ubgomro Community and Environ where the Federal University of Petroleum 

Resources is also situated. To this end, it is important to evaluate the proximity of human dwellings, 

sources of water, farms and other ecological habitat from sources of hazards (pipeline) (Shittu, 2014), 

with the specific objective of generating environmental sensitivity index classifications and maps of the 

ecosystem along the PPMC pipeline corridor across Ubgomo community and environ. 

 

2. Materials and Methods 

 

General Methodology 

 

Developing ESI maps involves gathering spatial and non-spatial data to create strategic maps of 

sensitive resources (Human, Biological and Ecological feature) which are priority for response 

agencies involved in the emergency clean-up of oil spill in the environment. To accomplish the aim of 

this study the following procedure were employed; data acquisition, data manipulation, data analysis 

and presentation of the results (Figure 1). 

 

 
 

Figure 1: Methodology flow chart 
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Data Sources and Characteristics 

 

Generating ESI maps requires interdisciplinary approach as such wide-ranging data and information 

are required on the biological and inland habitat types, image and data from agency responsible for 

oil spill emergency response as shown in Table 1 below. 

 

Table 1: Types of data, characteristics and sources 

 

Type of data Resolution Date Source 

Ikonos Image 0.25m 2015 Google Earth 

Google Earth Pro 

Eye altitude 

between 6.0 km-

6.50 km. 

2017 

Data SIO, NOAA, U.S Navy, NGA, 

GEBCO, (c) 2017 Google Image, (c) 

2017 Digital Globe 

Literature on biological, 

ecological & marine 

(Fauna & Flora) resources 

None 2015 

Department of Biological Science 

University of Lagos, 

NOSDRA 

 

Inland Habitat Classification 

 

The study focused on inland habitat along PPMC pipeline in the study area. The google earth image 

of the study area were downloaded and georeferenced. Based on the prior knowledge of the area of 

study coupled with a brief examination of researches in the study area, a classification scheme for 

landuse/cover was developed for the study area (Table 2). 

 

Table 2: Land use/cover classification scheme adopted for the study 

 

S/N Landuse/Cover Class 

1 Built-Up Area 

2 Wetland 

3 Semi natural vegetation 

4 Farmland 

5 Bare surfaces 

6 Water body 

 

Categorization and ESI Ranking Classification of Inland Habitat  

 

The main criteria considered to establish the degree of sensitivity to oil spill and other stress factor of 

an ecological class include its biological productivity, oil/ecology interaction and ease of clean up, 

and social, economic and human importance as posited by Fasona et al., 2011 was adopted in this 

study and shown in Table 3. 

 

Table 3: Land use/cover sensitivity ranking and classification 

 

Land use/cover Classes 
Environmental Sensitivity 

Index (ESI) Rank 
ESI class 

Built Up Area VH 5A 

Water Body VH 5B 

Wetland VH 5C 

Farmland H 4 

Semi Natural Vegetation M 2 

Bare Surfaces L 1 

 

 

 

 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 2881 

 

Buffering 

 

Buffer zones of various standards were created along the PPMC pipelines corridor based on local 

standards prescribed by PPMC and international standards used in Gundlach E. et al., 2005 as 

shown in Table 4. 

 

Table 4: Buffer Standard Zones used and Sources 

 

S/N Buffer zone Source Standards Location 

1 75m PPMC Local Nigeria 

2 250m Gundlach et al., 2005 International Turkey & Azerbaijan 

3 500m Gundlach et al., 2005 International Turkey & Azerbaijan 

 

Emergency Response Zones 

 

Emergency response zones is usually strategically positioned at areas considered to be easily 

accessible; between area where the inland habitat features are likely to suffer great harm and where 

responders and equipment can easily be deployed within a short time after oil spill incident has been 

reported. The proposed emergency response zone along the study area is chosen by considering; i) 

the most delicate inland habitat features and ii) the proximity and accessibility of required responders 

and equipment deployment along the pipeline route. 

 

3. Results and Discussion 

 

This discussion the results of the of image processing, ecological classification of the inland habitat 

and its ESI ranking and the use of buffer standards, of 75m, 250m and 500m respectively for the 

establishment of the various habitat classes are presented. 

 

Buffer Zones of the Land use/cover along PPMC Pipeline Corridor 

 

The inland habitat classes were identified and represented in the land cover/use feature within the 

established buffer of 75m, 250m and 500m according to local and international standards (Figure 2). 

 

 
 

Figure 2: Buffer zone standards along PPMC pipeline corridor 
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Using the established buffer standards in Figure 1, Table 5 shows that bare surfaces occupy 6.56%, 

6.83% and 8.32% of the land area respectively, built up areas occupy 11.36%, 26.68% and 35.08% 

respectively, farmlands is apportioned 2.42%, 1.73% and 1.67% respectively, semi natural 

vegetation has 53.81%, 39.68% and 29.57% respectively, water body within the specified buffer 

zones occupied 0.58%, 0.68% and 1.13% respectively and wetland has 25.26%, 24.48% and 

24.22% respectively. The habitat that would be of most concern within the 75m buffer is the built up 

area of the presence of socio-economic and cultural activities that have direct relationship with the 

people and the impact increases for buffer zones of 250m and 500m, while this is closely followed by 

farmland that also has direct impact on the people of the study area but with a decreasing impact as 

the buffer zone increases. 

 

Table 5: Statistics of the land use/cover for the different buffer standards 

 

Buffer standards Local buffer 75m 
International Buffer 

250m 

International Buffer 

500m 

Land use/Cover class Area (ha) 100% 
Area 

(ha) 
100% 

Area 

(ha) 
100% 

Bare Surfaces 4.87 6.56 16.64 6.83 39.41 8.32 

Built Up Areas 8.44 11.36 64.96 26.68 166.1 35.08 

Farmland 1.8 2.42 4.02 1.73 7.93 1.67 

Semi Natural Vegetation 39.97 53.81 96.6 39.68 140.04 29.57 

Water Body 0.43 0.58 1.66 0.68 5.35 1.13 

Wetland 18.76 25.26 59.59 24.48 114.68 24.22 

Total 74.28 100 243.46 100 473.52 100 

 

 
 

Figure 3: Environmental sensitivity index map of study area 

 

Sensitivity Index Ranking and Classifications of the Land use/Cover 

 

The Environmental Sensitivity Index map of the study area is shown in Figure 3, with built up area, 

water body and wetland having ESI ranking to be Very High and ESI classification of 5A, 5B and 5C 

respectively. Farmland ESI ranks High with ESI classification of 4, Semi natural vegetation has ESI 

ranking of Medium with ESI classification of 2 and bare surfaces had ESI ranking to be Low and ESI 

classified as 1. The details of each land use/cover are discussed in subsections below. 
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Built-Up Areas ESI Classification and Ranking for the Buffer Zones 

 

The built-up area within the study area generally comprises of pockets of communities and other 

settlements within Uvwie Local Government Area. The Built-up area has environmental sensitivity 

index classification of 5A and ranks Very High (VH) for ESI (Table 6 and Figure 4). The very high SI 

is a result of the presence of the socio-economic and socio-cultural activities that present as a result 

of the presence of the Federal University of Petroleum Resources that is centred in the study area. 

When built up areas are impacted by oil it poses direct or indirect impact on the people and the flora 

and fauna. Oily sheens are formed on the soil surface and the oil can sticks to the walls of built up 

structures if the spill is heavy. Oil may come in contact with domestic material such as paper, broom 

and domestic waste which generates oily waste which must be properly managed to minimize 

pollution. When pipeline cuts across the communities they are at risk of accident that may lead to fire 

disaster and destroy lives, properties and means of livelihood. This very high SI ranking would 

therefore call for urgent attention and priority response in times of oil spill incident. 

 

 
 

Figure 4: Portion of built-up area along the pipeline corridor 

 

Table 6: Land use/cover sensitivity ranking and classification 

 

Land use/cover classes 
Environmental Sensitivity 

Index (ESI) Rank 
ESI class 

Built Up Area VH 5A 

Water Body VH 5B 

Wetland VH 5C 

Farmland H 4D 

Semi Natural Vegetation M 2E 

Bare Surfaces L 1F 

 

Water Body ESI Classification and Ranking for the Buffer Zones 

 

The environmental sensitivity index classification of water body is 5B ranking Very High (VH) next to 

built-up area (Table 6 and Figure 5); this is because marine environment is very sensitive to oil. 

Marine spill maybe difficult to contain, recover and remediate. It contains floras and faunas that 

include aquatic plants, fishes, water birds (either breeding or migratory ones) and reptiles. Other 

varieties of species are water snail, frog, toad and water hyacinth. Oil tends to float and spreads on 

water because it is lighter. Depending on the nature of the oil spill and type of water body it is spilled 

on; when the spilled oil is acted upon by factors such as specific gravity, wind action and direction it 
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may result in processes such as dispersion, weathering, evaporation, oxidation, biodegradation and 

emulsification. 

 

 
 

Figure 5: Portion of water body along the pipeline corridor 

 

Wetland ESI Classification and Ranking for the Buffer Zones 

 

Wetland in this study has environmental sensitivity index class of 5C and ranks Very High next to 

water body (Table 6 and Figure 6). The wetland is generally characterized by swampy and 

marsh/grass surfaces. They also comprise of biological lives such as crustacean, fishes, snapping 

shrimp, water snail, mudskipper and reptiles. Birds can be found here seasonally as they migrate for 

breeding and mating purpose and also supports another habitat around them. Oil spilled in this 

habitat usually persists for long as underlying wet soil below marsh and grasses restrict oil from 

flowing; leading to percolation of oil and seepage into the subsoil. As a result, hydrocarbons are 

deposited in the ground water aquifer. Grass covered with oil get sticky and soggy leaving residue 

over the surface when spillage is heavy. 

 

 
 

Figure 6: Portion of wetland along the pipeline corridor 
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Farmland ESI Classification and Ranking for the Buffer Zones 

 

Farmland has ESI classification of 4D with High as ranking of its ESI (Table 6 and Figure 7). 

Farmland as used in this study describes area where agricultural activities are carried out for 

subsistence purposes. The biological lives found here are different flora species and fauna like 

snakes, ground squirrel, monitor lizard, and agama lizard. When farmland is polluted by oil the flora 

and fauna are affected as well as the ground water as oil seeps through soil. Plants may 

bioaccumulate residue of hydrocarbon in the soil; if they are ingested by human or animal it can have 

adverse health implications. 

 

 
 

Figure 7: Portion of farmland along the pipeline corridor 

 

 
 

Figure 8: Portion of semi natural vegetation along the pipeline corridor 

 

Semi Natural Vegetation ESI Classification and Ranking for the Buffer Zones 

 

The feature semi natural vegetation is found mostly along the pipeline route south of Ugbomro, 

sparsely distributed between Ebrumede and Ugbolokposo communities and largely in FUPRE. The 

semi natural vegetation has ESI classification of 2E and is ranked Medium (Table 6 and Figure 8). 

Some floras found here include varieties of shrubs and grass species and faunas like rodent, Xerus 

sp (ground squirrel) and Rattus sp. (giant rat). Generally spilled oil travels slowly in this environment. 

Oil penetrates the topsoil and seep into the ground to infiltrate the soil leaving a slivery surface on 

the topmost soil layer. 
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Bare Surfaces ESI Classification and Ranking for the Buffer Zones 

 

They are found at different section of the habitat. They have been exposed to human activities 

mostly in bid to reclaim land portions while some sections of it have been impacted by various 

natural components. Its ESI is ranked low (L) and its ESI classification is 1F (Table 6 and Figure 9). 

It would suffer the least impact in case of an oil spill. Generally, very few animals exist in this habitat 

some of them are lizard, cricket, small rodents and some other creeping insects. Oil tends to 

accumulate on topsoil and slowly seeps into the ground. Oil spill leaves stain on the soil surface as 

oil seeps into the soil and pollute micro biological species and ground water aquifer. 

 

 
 

Figure 9: Portion of bare surfaces along the pipeline corridor 

 

 
 

Figure 10: Proposed emergency response zone along the pipeline corridor 

 

Emergency Response Zone (ERZ-1) 

 

Emergency Response Zones (ERZ) is usually strategically positioned at areas considered to be 

easily accessible; between area where the inland habitat features are likely to suffer great harm and 

where responders and equipment such as hard booms, skimmers, storages and vehicles can easily 

be deployed within a short time after oil spill incident has been reported. 
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The emergency response zone (ERZ-1) has been proposed to be established along the PPMC 

pipeline corridor around the point at which the pipeline pass through the Federal University of 

Petroleum Resources, Delta which falls within the 500m buffer zone (Figure 10). The rationale being 

that the agency responsible for emergency response to oil spill and PPMC are some distant away 

and with the pipeline passing through the University, there is the danger of sabotage from student 

unrest anytime. To this end the institution can serve as ERZ to cater for emergency spills. 

 

4. Conclusion 

 

The PPMC pipeline safety can be evaluated as an individual risk, where the safety zone is set as the 

right-of-way. Thus, the surrounding ecosystem features that are endangered by oil spill can be pre-

determined. The generation of buffer zone based on the standards encapsulates the endemic 

ecological resources that are susceptible to contaminants from pipeline oil spill, vandalism and 

ruptures due to mechanical or human errors along the study area. These ESI maps aids involved 

authorities and agencies responsible in managing this disaster in understanding what and where to 

respond to and the required equipment to use in managing the pipeline spill. 
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Abstract This paper presents the segmentation technique used to segment the Worldview-2 high 

resolution satellite multispectral (MS) images. First the spectral features like Simple Ratio (SR), 

Normalized Difference Vegetation Index (NDVI), Soil Adjusted Vegetation Index (SAVI) and Modified 

Soil Adjusted Vegetation Index (MSAVI) are considered to extract the spectral features from the MS 

image. Next the MS image is segmented by using the over segmented k-means algorithm with novel 

initialization (OSKNI) method. The proposed method performs well in terms of User’s accuracy (UA), 

Producer’s accuracy (PA) and overall segmentation accuracy (OVA) compared to the existing k-means 

algorithm. 

Keywords Feature; Multispectral; Segmentation; Spectral 

 

1. Introduction 

 

Image segmentation is the underlying process in majority of the applications of image processing like 

remote sensing, computer vision etc. Image segmentation is the process fall under region-based 

techniques of classifying remote sensing images before the classification of segments takes place 

(Banerjee et al., 2014; Paclı´ka et al., 2003). Image segmentation in RS images involves the extraction 

of texture or spectral features and clustering of the features extracted using the data clustering 

method. With respect to the remote sensing, segmentation is the way towards the outlining singular 

areas of homogeneous earth cover, while segmentation is the ensuring procedure of recognizing the 

depicted region as kinship to a particular earth cover (Johnson and Xie, 2011). This paper proposes an 

unsupervised clustering method of segmenting the RS images into the sectors of uniform areas using 

spectral features (Kumar et al., 2018). The spectral features considered in this paper are SR (Birth and 

McVey, 1968), NDVI (Rouse et al., 1973), SAVI (Huete, 1998) and MSAVI (Qi et al., 1994). 

 

2. Materials and Methods 

 

The Worldview-2 satellite images of Kalaburagi city (at geographical coordinates 17° 20′ 09″ N, 076° 

50′ 15″ E) Karnataka, India are used to test the algorithm. The Worldview-2 image contains total 9 

bands, panchromatic band is the first band with wavelength 450nm to 850nm and remaining 8 bands 

are multispectral bands covers total wavelength of 400nm to 1040nm. Three subset images 
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considered in this paper to test the k-means and proposed algorithm. The subset -1 consist of 3 

clusters, cropland1 (non cultivated), tree and soil dug & field bands, represented by aquamarine, green 

and light yellow colours respectively in the ground truth image. The subset-2 image consist of 3 

clusters, cropland1(non cultivated), cropland2 (cultivated), soldug & filed band, represented by 

aquamarine, dark green and light yellow colours respectively in the ground truth image. Subset-3 

image consist of 3 clusters, crop land, trees, soil dug & field band represented by aquamarine, green, 

light yellow colours respectively. 

 

2.1. Over Segmented k-means Algorithm with Novel Cluster Centre Initialization (OSKNI)  

 

First over segment the data with k-number of clusters in to O and P clusters, using k-means algorithm, 

such that O=k+1 and P=k+2. And run the k-means algorithm, the initial cluster centre for O and P 

clusters is obtained by using the following steps. 

 

1. Let A1, A2, A3,….Am are the set of information elements of O and P clusters, where m is the 

quantity of the data points. 

2. Run k-means algorithm to produce O and P clusters. 

3. The initial cluster centres for O and P clusters are found by using the Kaufman approach, steps 4 

through 10 (Kaufman and Rousseeuw, 2005). 

4. Select the principal sample the most halfway located sample. 

5. For every new sample si run the following step 

6. For every sj find cji =max (Dj-dji,0) where dji= ||si-sj|| and Dj= min dpj, where p is the chosen sample. 

7. Calculate the scale of si using . 

8. Chose the new sample si which maximizes . 

9. If the selected centres are O then stop else continue step 5 through 8. 

10. After forming clusters assign each sample to the cluster represented by nearest centre. 

11. Now apply same procedure explained in step4 through 10 to find the initial cluster centre for P 

clusters. 

12. Run k-means iterative algorithm on O and P clusters. 

13. More than 99% of the pixel values unchanged between the present and previous clusters the k-

means algorithm is stopped.  

14. O and P over segmented clusters are fused using the procedure explained in the following 

subsection. 

 

2.2. Fusion of O and P Clusters to Find Optimal Cluster Centre 

 

The fusion decides the O x P clusters of occurrences, which are in fact the undistinguished 

occurrences. New k-beginning cluster mid pint for grouping the data sets in to k-portions originate from 

the average of the biggest groups of undistinguished occurrences. Along these lines the smallest 

groups are dropped, choosing just the k-largest clusters among O x P sets of undistinguished 

occurrences. In this way basic cluster centres are generated to implement the iterative k-means on 

data sets. Below equations explains the fusion process. 

 

 … (1) 

 

Where O=k+1, P=O+1, I is the group of all occurrences in the data. UO is O clusters of first over 

segmentation. VP is P-clusters of second over segmentation (Ursani et al., 2007). 

 

 … (2) 
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Where, , ||Z||=O x P. By using the OSKNI clustering method the MS images under test are 

segmented. Figure 1, gives the process of spectral feature extraction from MS images and 

segmentation. Totally three times the k-means algorithm is applied on the datasets. 

 

 
 

Figure 1: Proposed segmentation method 

 

3. Results and Discussion 

 

In this paper, we considered Worldview-2 images of Gulbarga district, 50 subset images of size 256 

x256 are considered to test the proposed algorithm out of which three images results are presented in 

this paper. Segmentation results of k-means and proposed method of subset-1 (contains 3-classes), 

subset-2 (contains 3-classes) and subset-3 (contains 3-classes) are shown in Figure 2, 3 and 4 

respectively. In Figure (a) of Figures 2, 3 and 4 shows the original MS images, Figure (b) in figures 2, 

3, and 4, represent the ground truth. Figure (c) in Figures 2,3,and 4 represents the segmentation 

results of k-means algorithm, figure (d) in Figures, 2,3 and 4 represents the segmentation  results of 

the proposed method. 

 

It is observed from Figure 2 (c) that k-means algorithm is unable to differentiate the pixels belongs to 

class tree and field band & soil dug. Figure 2(d) shows the segmented result using the proposed 

method here the miss-clustered error due to k-means are reduced as we considered the common 

members of over segmented O and P clusters. From Figure 3 (c) is observed that k-means algorithm 

miss-clustered large number of pixels belongs to the class cropland-2 to the class field band & soil 

dug. From the proposed segmentation method shown in Figure 3 (d), it is clear that miss-clusters 

created by k-means are avoided between cropland-2 and field band & soil dug. Figure 4 (c) shows the 

segmentation result of subset-3using the k-means, it is observed from the figure that samples belongs 

to the trees are miss-clustered as field band & soil dug. Figure 4 (d) shows the segmentation result of 

the proposed method for subset-3 and it is observed that  pixels belongs to all three classes are 

segmented properly. 

 

Quantitative analysis of the existing k-means and proposed methods is carried out by using three 

parameters of the Kappa statistics namely, UA, PA and OVA. Figures (5) and (6) represents the 

results of parameter namely, user’s accuracy, producers accuracy and over all accuracy for all three 

subsets-1, 2 and 3. From the quantitative analysis graphs it is shown that the k-means algorithm 

produces average PA of 51.07%, 80.83% and 53.92% for subset-1, 2 and 3 respectively and average 
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UA of 51.65%, 82.63 and 67.80 for subset-1, 2 and 3 respectively. On the other side proposed method 

segment the spectral subset images with higher accuracy compared to k-means algorithm. The 

average PA produced by OSKNI is 86.72%, 93.32% and 95.31 for subset-1, 2 and 3 respectively and 

average UA of 91.09%, 91.67% and 92.45 % for subset-1, 2 and 3 respectively. The overall accuracy 

produced by k-means is 76.63%, 88.10%, 78.94 for subset-1, 2 and 3 respectively while overall 

accuracy produced by OSKNI method is 97.45%, 97.01% and 96.98 % for subset-1, 2 and 3 

respectively. 

 

    
a. Original MS image 

with 3-clusters 
b. Ground truth image c. k-means result 

d. Proposed method 

result 

Figure 2.Segmentation details of subset-1 

 

    

a. Original MS image 

class-7 
b. Ground truth image c. k-means result 

d. Proposed method 

result 

Figure 3.Segmentation details of subset-2 

 

    

a. Original MS image 

class-4 
b. Ground truth image c. k-means result 

d. Proposed method 

result 

Figure 4.Segmentation details of subset-3 
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Figure 5. PA, UA and OVA calculation for K-

means method 

Figure 6. PA, UA and OVA calculation for OSKNI 

method 

 

4. Conclusion 

 

The k-means algorithm performance is depending on the initialization process. Unfortunately, k-means 

algorithm and many variants of the k-means algorithm proposed in the literature initialize the initial 

cluster centre by random sampling due to which the segmentation accuracy will decrease. Proposed 

over segmented k-means algorithm with novel cluster centre initialization (OSKNI) method utilizes the 

Kaufman initialization process to provide the good initialization for over segmented clusters O and P. 

Later the repetitive process of k-means is applied on the data set three times. The proposed method 

performs well in contrast with the k-means in terms of PA, UA and OVA presented in the previous 

section. In the future work the suitable post processing can be done to the results of the proposed 

method to improve the segmentation results further. In the future work different spectral features can 

also be considered to improve the segmentation results. The proposed method can also be compared 

with the other segmentation algorithm.  
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Abstract Land use & Land cover change detection analysis has been carried out in the present study 

covering the Nagavali and Vamsadhara Fluvial system (18°40′N to 18°09′N latitude and 84°10′ E to 

83°39′E longitude). Satellite images of Landsat-7 ETM+ (2000) Landsat ETM+ (2010) Landsat OLV-

TIRS (2016) and 1975 SI Toposheets have been used to study the temporal changes in the land use 

and land cover by onscreen digitisation techniques in ARC GIS 10.1 software followed by image 

processing to obtain changes in various classes of land use during study period from 1975 to 2016. 

The classes include plantation, settlements, water bodies, coastal area, wetlands, agriculture land and 

area under river course of both rivers. The classes, which have shown an increased area from 1975 to 

2016, include Agriculture (from 56.93 % to 63.95%) and Settlements (from 1.40% to 3.43%). The 

classes that have shown the decreasing trend of Land Use are Plantation (from 19.76% to 13.14%), 

water bodies (from 2.29% to 0.77%), Wetlands (from 0.72% to 0.57%). The area under river course of 

both the rivers has shown a decreasing trend. The analysis reveals that due to increased irrigation 

facility plantation, wetlands and water bodies have brought under agricultural use and this trend need 

to be arrested. The Plantation area for natural resource management furthermore declines the soil 

erosion in between the Vamsadhara and Nagavali river area. 

Keywords Change detection; Land cover; Land use; Rivers; Satellite imagery 

 

1. Introduction 

 

The process of Land Use Land Cover Change is a dynamic phenomenon. Advances in observation 

and detection methods specially like remote sensing and geospatial techniques have led to the boost 

in Global, regional and local scale studies of LULC. The issue of land use / land cover changes has 

been given priority in many international and interdisciplinary researches such as remote sensing, 

political ecology and biogeography (Turner et al., 1995, Jensen, 2005; Turner et al., 2007). Knowledge 

of spatial land cover information is essential for proper management, planning and monitoring of 

natural resources (Zhu, 1997). It is considered necessary for many agricultural, Geological, 

Hydrological and Ecological models. Disaster management is another such discipline where its use is 

encountered. Land use and land cover analysis are important for many planning and management 

activities and considered as an essential element for physical modelling and understanding the earth 

as a system. Now-a-days land cover maps are prepared for planning and management purposes. Due 
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to synoptic view, map like format and repetitive coverage, satellite remote sensing imagery is a 

remarkable source for gathering quality data on land cover information on local, regional and global 

scale (Csaplovics, 1998; Foody, 2002). Multi-temporal satellite data are useful in assessing the 

relationship between natural and anthropogenic factors effect on land use / land cover change. To 

develop an action plan for land resource development, change detection analysis is very crucial in 

monitoring the changes. 

 

Objective 

 

The objective of the present study is to identify the temporal changes in the land use/land cover 

classes in the Vamsadhara and Nagavali fluvial system in the coastal tracts of the Srikakulam District, 

Andhra Pradesh for the period from 1975 to 2016. 

 

Study Area 

 

The region selected for the present study is Vamsadhara and Nagavali fluvial system in the coastal 

tracts of the Srikakulam District, Andhra Pradesh. It comprises an area of 2285 km
2
 and lies between 

18°40′N to 18°09′N latitude and 84°10′ E to 83°39′E longitude. The study area covers two major rivers 

of northern Andhra Pradesh namely Vamsadhara River and Nagavali River. Northern border of the 

study area is demarcated by Eastern Ghats and slope is decreasing from north to south. Vamsadhara 

and Nagavali rivers flow from North West to the South Eastern direction in Srikakulam district.  

 

 
 

Figure 1: Study area of Nagavali and Vamsadhara fluvial system 
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Vamsadhara River originates in the border of Kalyansinghpur in Rayagada district and Thuamul 

Rampur in Kalahandi district of Odisha. Vamsadhara River flows for a length of 154 km in Orissa State 

and runs along the border of Orissa and Andhra Pradesh for a length of 29 km from Battili to 

Gotlabhadra and enters Andhra Pradesh at Gotlabhadra village. The river flows for a length of 82 km 

in Andhra Pradesh before emptying into the Bay of Bengal at Kalingapatnam in Srikakulam District of 

Andhra Pradesh. Vamsadhara is an important east flowing river between Mahanadi and Godavari. The 

river rises just south of the Belagad village in the undivided Phulbani district of Orissa at an elevation 

of about 600 m. The total length of the river is about 221 km, of which 125 km is in Orissa, 23 km is at 

the boundary between Orissa and Andhra Pradesh and 73 km is in Andhra Pradesh. Study area is 

shown in the following figure (Figure 1). The area between these two rivers forms present study area. 

 

2. Materials and Methods 

 

Time series satellite imagery was used to map the temporal trends spread in between Vamsadhara 

and Nagavali fluvial system. For this purpose, Topographic sheet 74 B/3, 65 N/16, 65 N/15, 65 N/14, 

and 65 N/11 were collected for the year (1975-76); Landsat-7 ETM+ (2000); Landsat-7 ETM+ (2010); 

Landsat OLI_TIRS image (2016) have been used for the present study and they are depicted in the 

Table 1. Satellite data of TM, ETM+, and OLI_TIRS is obtained from online Global Land Cover Facility 

(GLCF) website of USGS, USA for years 2000, 2010 and 2016 respectively. All the FCC (false color 

composite) images were geo-referenced by co-registering the selected ground control points that are 

prominently identified from the images as well as the Survey of India topographic maps of the area that 

are later brought to a common geographic coordinate system, which helped in comparing them with 

one another for estimating the areas and temporal changes in the land use/land cover that is shown in 

the following figure (Figure 2). The images enhanced through ALR technique has aided mapping of 

various land use/land cover features such as Plantation, Settlement, Water bodies, Coastal Area, 

Wetlands and Agriculture land through Onscreen-digitization in Arc GIS 9.3 Software. 

 

Table 1: Satellite imagery and characteristics 

 

2016 Landsat-8 (30Meter Resolution) 

 Date Acquired TARGET-WRS-PATH TARGET-WES-ROW 

Coast side 2016-02-21 140 47 

Up-Land side 2016-02-12 140 47 

2010 Landsat-5 (30Meter Resolution) 

 Date Acquired TARGET-WRS-PATH TARGET-WES-ROW 

Coast side 2010-01-19 140 47 

Up-Land side 2010-01-26 141 46 

2000 Landsat-ETM (30Meter Resolution) 

 Date Acquired TARGET-WRS-PATH TARGET-WES-ROW 

Coast side 2000-03-20 140 47 

Up-Land side 2000-04-12 141 46 

TOPO SHEETS (74B/3, 65N/15, 65N/14, 65N/11) OF 1975-76 
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Figure 2: Depicting the standard methodology for change detection studies 

 

3. Results and Discussion 

 

Following Table 2, depict the land use / land cover changes from the year 1975 to 2016. 

 

Table 2: Land Use/ Land Cover data from 1975 to 2016 in Vamsadhara and Nagavali fluvial system 

 

 

 

 

 

 

Land Use/Land Cover Type 
Area (km

2
) 

1975 2000 2010 2016 

Agriculture 
1301 

(56.93) 

1389.4 

(60.80) 

1414.31 

(61.89) 

1459.02 

(63.85) 

Settlement 
32 

(1.40) 

60.20 

(2.63) 

63.20 

(2.76) 

78.56 

(3.43) 

Plantation 
451.6 

(19.76) 

363.21 

(15.89) 

341.3 

(14.93) 

300.25 

(13.14) 

Water Bodies 
52.48 

(2.29) 

30.39 

(1.32) 

27.15 

(1.18) 

17.56 

(0.77) 

Nagavali River 
30.83 

(1.34) 

28.69 

(1.25) 

26.69 

(1.16) 

23.83 

(1.04) 

Vamsadhara River 
33.0 

(1.44) 

31.15 

(1.36) 

30.15 

(1.31) 

26.17 

(1.14) 

Coastal Area 
367.41 

(16.07) 

367.9 

(16.10) 

367.90 

(16.10) 

366.44 

(16.03) 

Wetlands 
16.68 

(0.72) 

14.06 

(0.61) 

14.30 

(0.62) 

13.08 

(0.57) 

Total 2285.0 2285.0 2285.0 2285.0 
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This study has been undertaken to understand the land use and land cover changes in different land 

use classes namely agriculture, settlements, plantation, water bodies, Nagavali River, Vamsadhara 

River, coastal area and wetlands. The analysis results of the above process have been shown in Table 

2. The data indicates that there are significant changes in the land use pattern among the classes 

studied. The classes such as agriculture and settlements have indicated an increased land usage 

whereas all the other classes have indicated the declining trend of land utilization. Details are 

discussed below. To have a better comprehension the output maps for all the four years namely 1975, 

2000, 2010 and 2016 are presented (Figure 3 and Figure 4)  

 

The land use and agriculture have shown an increasing trend where an area of 1301 sq km (56.93%) 

was under agriculture in the year 1975 which has increased to 1389.4 sq km (60.80%) during the year 

2000. The area was further increased to 1414.31 sq km (61.89%) in the year 2010 and it recorded an 

area 1459.02 sq km (63.85%) in 2016. Thus, the class agriculture has shown a significant increase. 

 

The area under settlements has shown an increasing trend, where an area of 32 sq km (1.40%) was 

under settlements in the year 1975 which has increased to 60.20 sq km (2.63%) during the year 2000. 

The area was further increased to 63.20 sq km (2.76%) in the year 2010 and it recorded an area of 

78.56 sq km (3.43%) in 2016. In this way the class settlements have also shown a significant and 

consistent increase. 

 

The area under plantation has shown a decreasing trend where an area of 451.6 sq km (19.76%) was 

under plantation in the year 1975 which has decreased to 363.21 sq km (15.89%) during the year 

2000. The area has further decreased to 341.3 sq km (14.93%) in the year 2010 and it recorded an 

area of 300.25 sq km (13.14%) in 2016. Thus, the area under plantation indicated a decreasing trend. 

The area under Water Bodies has shown a decreasing trend where Water bodies occupied an area of 

52.48 sq km (2.29%) in the year 1975, which has decreased to 30.39 sq km (1.32%) during the year 

2000. The area has further decreased to 27.15 sq km (1.18%) in the year 2010 and it recorded an 

area of 17.56 sq km (0.77%) in 2016. The trend indicated the area under water bodies are in decrease 

in the study area. 

 

The area under Nagavali River has shown a decreasing trend where an area of 30.83 sq km (1.34%) 

was occupied by Nagavali River in the year 1975 which has decreased to 28.69 sq km (1.25%) during 

the year 2000. The area has further decreased to 26.69 sq km (1.16%) in the year 2010 and it 

recorded an area of 23.83 sq km (1.04%) in 2016. The results strongly suggest the area occupied by 

the Nagavali River course has been reduced significantly. 

 

The area under Vamsadhara River has shown a decreasing trend where an area of 33.0 sq km 

(1.44%) was occupied by Vamsadhara River in the year 1975 which has decreased to 31.15 sq km 

(1.36%) during the year 2000. The area was further decreased to 30.15 sq km (1.31%) in the year 

2010 and it recorded an area of 26.17 sq km (1.14%) in 2016. The area under Vamsadhara River has 

decreased significantly.  
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Figure 3: The LULC changes during the years 1975 and 2000 

 

The area under Coastal area has shown a decreasing trend where an area of 367.41 sq km (16.07%) 

was occupied by Coastal area in the year 1975 which has decreased to 367.9 sq km (16.10%) during 

the year 2000. The area was stable and maintained 367.9 sq km (16.10%) in the year 2010 and it 

recorded an area of 366.44 sq km (16.03 %) in 2016. The area under coastal environment has come 

down slightly.  

 

The area under wetlands has shown a decreasing trend where an area of 16.68 sq km (0.72%) was 

occupied by Coastal area in the year 1975 which has decreased to 14.06 sq km (0.61%) during the 

year 2000. The area was stable and maintained 14.30 sq km (0.62%) in the year 2010 and it recorded 

an area of 13.08 sq km (0.57%) in 2016. Thus, the class wet lands have registered a marginal 

decrease in the study period. 
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Figure 4: The LULC changes during the years 2010 and 2016 

 

4. Conclusion 

 

The present analysis reveals that due to deforestation and agricultural practices, forest area has 

rapidly declined in the study area, area under settlements has increased whereas the area under 

water bodies has decreased during the study period 1975 to 2016. It is estimated that almost all the 

decrease in dense forest area is because forestlands have been utilized for settlement, agriculture and 

related activities and the decrease may be due to human pressure on forests for firewood as well as 

grazing of cattle in the forested area, and urbanization. These activities also resulted; the risk of soil 

erosion.  

 

According to the study of morphometric analysis (Panhalkar et al., 2012), it is recommended that in 

upper sub-basin of the two river systems, river needs to be given higher priority for soil conservation 

practices. In this study, Land use and Land cover changes from the year 1975-2016 are investigated 

for both the river systems together. The other parameters studies under land use and land cover 

changes namely river course, coastal area, and plantation also indicated a significant change and 

indicated a decreasing trend. This can be attributed to both the natural environmental changes as well 

as anthropogenic activities. 

 

The results strongly suggest the study area is under increased human pressure on the natural 

environment and resources. Proper steps need to be taken under the environmental management to 

arrest further degradation of the land and water resources in the study area.  
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Abstract Leaf area index (LAI) is a factor for vegetative growth parameter. It is defined as leaf area 

per unit of ground area and could be used as a linkage between plant biophysical, biochemical and 

spectroscopic parameters. In this research, direct laboratory LAI measurements were tested versus 

different in situ field measurements for different parameters including LAI derived from LAI-2000 

canopy analyzer and six hyperspectral vegetation indices (VIs) (normalized difference vegetation index 

(NDVI), chlorophyll index (CHI), photochemical reflectance index (PRI), triangular vegetation index 

(TVI), modified triangular vegetation index (MTVI)), that were generated from ASD-4 field 

spectroradiometer measurements. The objective is to calibrate the accuracy of LAI-2000 

measurements and to examine hyperspectral vegetation indices as estimators of LAI through 

regression models. A strawberry cultivated area in the Nile delta of Egypt was selected as a study site. 

Linear regression models were used to calculate LAI through different variables with a high correlation 

coefficient (0.97, 0.93, 0.90, 0.90, 0.89 and 0.85) for LAoptical, PRI, TVI, NDVI, MTVI and Chl. 

Respectively. The correlation coefficient between actual and predicted models wasused for validation 

assessment, the higher accuracy for validation showed high accuracy of all generated models, 

however, PRI index MTVI, TVI, LAoptical, NDVI and Chl. Index showed relative higher accuracy 0.941, 

0.927, 0.927, 0.906, 0.902 and 0.806 respectively. High similarity was found between optical and 

actual LAI. Generated models are valid during the maximumphase of vegetative growth of strawberry 

under local conditions of Egyptian Nile delta.  

Keywords Hyperspectral remotely sensed data; LAI; VIs 

 

1. Introduction 

 

Healthy plant canopy visually appears green because of the significant high absorption of leaf 

pigments to red and blue spectra with a strong reflectance of green spectrum. Red edge district has a 

solid retention because of the leaf chlorophyll, nitrogen fixation, and reflection due to mesophyll cells in 

developing plants (Datt, 1998). Spectral reflectance at the near infrared region is an indication to the 

vegetation cover and biomass and could be presented as leaf area index (LAI) (Watson, 1947). First 

defined LAI as the total one-sided area of the canopy per unit ground surface area (Chen and Black, 

1992) It is a one-sided area of leaves per unit ground area. It mirrors the biochemical and physiological 

processes of vegetation; therefore, it is considered a perfect indicator of crop growth and productivity. 
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Observing the dynamics of LAI is significant for a wide range of agricultural studies including crop 

monitoring and crop yield estimation (Fang et al., 2011). 

 

The traditional approach of measuring (LAI) includes removal of leaves from the plant and derivation of 

their cumulative area instrumentally. This approach is destructive, time-consuming and very labor 

intensive. The rapid and non-destructive method of measuring LAI could be performed using canopy 

analyzers, such as LAI 2000 Plant Canopy Analyzer (Li-Cor, Lincoln, NE). This device measures 

optical interference of the canopy by comparing simultaneous measures of light interception above 

and below the plant canopy and converting this to LAI using standard equations. As this method 

depends on the spectroscopic parameters of the investigated plants, it is closely related to spectral 

reflectance measures Qi et al. (2000). Spectroscopic parameters and spectral reflectance 

characteristics could be represented in forms of broadband and narrowband remotely sensed data. 

Using broadband data with satellite imagery is powerful in crop mapping and crop acreage estimation; 

however, it results in loss of detail of vegetative spectral response (Broge and Leblanc, 2001). Spectral 

reflectance characteristics of plant canopy could be analyzed through hyperspectral data that provides 

numerous narrow bands at high-resolution (Sahoo et al., 2015).  

 

Many studies have shown the effectiveness of hyperspectral data to improve LAI estimation (Pu et al., 

2008; Verrelst et al., 2012; Duan et al., 2014). Hyperspectral data have been used for end-member 

extraction of mixed pixels Frank et al. (2009), atmospheric correction Perkins et al. (2012), improving 

the estimation of chlorophyll content and average leaf angle (Atzberger and Richter, 2012), 

spectroscopic identification of microorganisms (Aboelghar and Abdel Wahab, 2013) and for 

assessment of infected plants (Abdel Wahab et al., 2017).  

 

Two main strategies have been addressed as methods to analyze the dynamic relation between LAI 

and spectral reflectance characteristics represented through hyperspectral data: 1) empirical 

relationship between vegetation indices (VIs) and biophysical parameter’s (Xie et al., 2014) inversion 

of canopy radiative transfer models, such as the PROSAIL model (Jacquemoud et al., 2009). 

Estimation of (LAI) through empirical models could be applied in three main steps. The first step is the 

computation of spectral parameters that are significantly correlated with (LAI). This approach was used 

to estimate LAI of winter wheat (Xie et al., 2014) and to estimate (LAI) of rice at different growth stages 

under varying nitrogen rates Din et al. (2017).  

 

In the current study, in situ hyperspectral remote sensing measurements in forms of Six hyperspectral 

vegetation indices (VIs): chlorophyll index (CHI), normalized difference vegetation index (NDVI), 

photochemical reflectance index (PRI), modified chlorophyll absorption ratio index (MCARI), triangular 

vegetation index (TVI), modified triangular vegetation index (MTVI) and test LAI-2000 canopy analyzer 

field measurements with LAI laboratory measurements for two seasons of strawberry were used to 

generate and validate empirical statistical regression models for LAI inversion in a case study in old 

strawberry cultivated lands in the Nile delta of Egypt. 
 

2. Materials and Methods 
 

2.1. Study Area and Sampling 
 

The study site is located in El-Dair village, Egypt (latitude  30°22'10.56"N to  30°22'3.30"N, longitude  

31°17'17.94"E to  31°17'16.53"E) with a total area of (933.8 m
2
) (Figure 1). Investigated samples 

(strawberry canopy) were cultivated in forty-eight lines with eight meters length for each line. These 

lines with different treatments of fertilizers and plastic mulches cover all possible treatments of 

strawberry in Egyptian Nile delta. Three randomly selected samples from each line were considered in 

the study to establish the dataset for one hundred forty-four samples for each season and total of two 

hundred eighty-eight samples for the two seasons from which randomly selected two-hundred sixteen 

(216) measures were considered for modeling and seventy-two (72) measures were considered for 
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validation process. A GPS (Global Positioning System) was used to locate each measurement in the 

field. 

 
 

Figure 1: Location map of the study area 

 

2.2. Canopy Spectral Reflectance  

 

Measurements of Spectral reflectance were carried out through the day between the hours of 10:00 

am and 24:00 pm under a clear and cloudless sky during Maximum vegetative crop growth through 

two seasons of 2015 and 2016. Canopy spectra were acquired with ASd-4 field spectroradiometer (an 

analytical spectral device (ASD, Boulder, CO, United States) that covers (350 - 2500 nm) spectral 

range (Pimstein et al., 2011). The radiometer sensor head was positioned 0.25 m above the canopy, 

with a nadir field of view. The reference panel (Baso4) white panel was used to convert radiance from a 

Spectral acquired to derive the reflectance, which was used to calibrate the instrument at 5min 

intervals prior to each plot reflectance measurement Mahajan et al. (2014). The spectral data were 

exported to View Spec (ASD, Boulder, CO, United States) software and averaged for each treatment. 

For the analysis of the Field Spec measurements, six vegetation indices were calculated according to 

referenced and documented equations as shown in Table 1. 

 

Table 1: Used vegetation indices 

 

Vegetation index Equation Reference 

NDVI (pNIR - pred) / (pNIR + pred) Rouse et al. (1974) 

CARI (r700 - r670) - 0.2 * (r700 - r550) Kim et al. (1994) 

PRI (p531- p570)/(p531+ p570) Gamon et al. (1997) 

MCARI [(P700-P670)-0.2(P700-P550)](P700/P670) Daughtry et al. (2000) 

TVI 0.5[120(p750-p550)-200(p670-p550)] Broge and Leblanc (2001) 

mTVI 1.2[1.2(p800−p550)-2.5(p670-p550)] Haboudane et al. (2004) 

 

2.3. LAI Measurements  

 

At the same time as the spectra were acquired, LAI was taken using a Plant Canopy Analyzer (LAI-

2000, Li-Cor, Inc., Lincoln, NE, United States) for all investigated samples. The LAI-2000 is amid the 

most widely used advanced canopy LAI analyzers for many crops. The protocol of using LAI-2000 
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device was applied with each measure of each sample during the two seasons. This device calculates 

LAI depending on radiation measurements made with a fish-eye optical sensor of a 148
o
 field of view. 

One Measurement was carried out above the canopy of the plant and 4 below the canopy are used to 

determine canopy light interception at 5 angles, LAI is calculated using a radioactive transfer model of 

in plant canopy. Measurements were made by positioning the optical sensor and pressing a button. 

The data were mechanically recorded into the control unit for storage and LAI calculations. Several 

below-canopy readings and the fish-eye view declare that LAI calculations are based on a large 

sample of the plant canopy. After collecting both above and below canopy measurements, the control 

unit performs all calculations and the results are available for immediate on-site-examination (LI-COR, 

Inc., 1992). Leaf samples from each point were collected and LAI was laboratory measured using a 

planimeter device. The planimetric approach was used for direct laboratory LAI measurements. This 

method is based on the principle of the correlation between the individual leaf area and the number of 

area units covered by that leaf in a horizontal plane. A leaf was horizontally fixed to a flat surface, its 

perimeter was measured with a planimeter, and its area was computed from this perimeter 

assessment. Planimeter consists of two identically perforated plates mounted in the top of an airtight 

drum, which is connected to a constant speed rotary pump. One plate, the specimen grid, is 

uncovered while the measuring grid is covered by an airtight slide. The pressure within the drum (the 

datum pressure) is noted before any leaves are mounted. Leaves are then mounted on the specimen 

plate and are held flat by suction pressure. When all leaves are mounted the pressure is brought back 

to the datum pressure by opening the slide which covers the measuring grid. The area of leaf is equal 

to the area of the exposed portion of the measuring plate. This area is recorded by a venire scale 

mounted on the slide. 

 

2.4. Data Analysis 

 

Laboratory measured LADirect was statistically correlated with each individual field measured factor. 

Working in this study could be divided into three parts: laboratory LAI measurements, in situ field 

measurements and regression analysis between laboratory LADirect versus optical LAOptical and between 

LAActual and each individual vegetation index. Modeling and validation should be process were carried 

out through cross-validation approach. In cross-validation approach, the data were divided into four 

subsets. For each modeling trial, seventy-two (72) measures were used as the validation set while the 

other subsets were put together to form a training set. Then, error estimation was averaged over the 

four trials to get the total effectiveness of the proposed model. In this approach, each measure was 

used twice, once in a validation set and ones in the training set.  

 

3. Results and Discussion 

 

Generally, the direct method is assumed to be the most correct for estimating LAI. This method serves 

as a reference for the performance of the indirect methods. In order to be able to use the indirect 

methods to determine the LAI, regression equations have been calculated between the results of the 

indirect and the direct method. 
 

Regression analysis between laboratory measured LADirect as the dependent variable and each field 

measured factor as independent variable showed that all factors were highly correlated with laboratory 

measured LADirect as the correlation coefficient ranged from (0.85) to (0.97).This is clear evidence that 

spectral vegetation variables could be considered realistic indicators for canopy phonological, 

physiological and production parameters. The high statistical similarity between optical field measured 

LAOptical and laboratory LADirect is also an evidence for the high accuracy of the optical LAI 

measurements by LAI-2000 canopy analyzer. Similarly, (Mussche et al., 2001) reported high similarity 

between LAOptical and LADirect as long as no changes in the canopy structure are made (Jonckheere et 

al., 2005) also reported that no significant difference was found between LADirect and LAOptical, however, 

correction for blue light scattering, clumping, and the non-leafy material is necessary when measuring 

LAI for tree cover.  
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All tested vegetation indices were highly correlated with LAI; however, the relatively high accuracy was 

found with PRI with (0.93) correlation coefficient. The generated models to retrieve LAI from spectral 

vegetation indices and the model that identify the correlation between LADirect and LAOptical along with 

the correlation coefficient for each generated model. Regression models between LADirect and each 

factor with the highest correlation coefficient were considered and shown in Table 2. 

 

Validation process was applied using the correlation coefficient between LAIActual and LAIPredicted. It was 

performed four times according to cross-validation approach and the average of the four trials was 

registered as shown in Figure 2. 

 

 
 

Figure 2: Correlation coefficient between actual and predicted LAI through different generated models 

 

Table 2.Regression analysis between the dependent variable (Laboratory measured LAI) and each field 

measured factor 

 

Independent 

variable 
Slope Intercept R

2
 SE Model 

LAIOptical 0.53 3.19 0.97 0.02 

LAIlab = 

0.53LAIfield + 

3.19 

NDVI 9.90 -3.53 0.90 0.67 
LAIlab = 

9.9NDVI - 3.53 

PRI 41.83 3.68 0.93 2.90 

LAIlab = 

41.83PRI + 

3.68 

ChI 2.09 2.96 0.85 0.18 
LAIlab = 2.09ChI 

+ 2.96 

TVI 0.14 0.46 0.90 0.01 
LAIlab = 0.14TVI 

+ 0.46 

MTVI 5.81 0.20 0.89 0.42 
LAIlab = 

5.81MTVI + 0.2 
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The direct method to estimate LAI quantifies the change of the needle area itself rather than 

measuring other variables that are influenced by canopy structure, e.g. radiation transmission and gap 

size, as in optical methods. At the same time, the direct methods to estimate LAI are more laborious 

and time-consuming than optical methods. Therefore, the main objectives of the current study were to 

propose a non-destructive method to estimate LAI and to compare optical and direct methods for LAI 

estimation of Strawberry plants. Basically, optical approach of LAI measurements depends on 

measuring light interception of a vegetation canopy. Comparative analysis was carried out between 

optical and direct LAI. Six regression models to retrieve LAI from spectral variables were generated 

with adequate accuracy ranged from (0.808) to (0.941). Generated models are site-specific limited to 

the conditions of observation including (site, crop phonology and meteorological conditions). These 

models could be applied regularly to predict LAI during the phase of the maximum vegetative growth. 

These regular monitoring of LAI could be the basis of early yield prediction system as canopy vigor is 

an accurate indicator for expected yield. 

 

Our analysis is consistent with several studies that also compared optical non destructive LAI 

measures to direct destructive LAI estimates for different crops. Wihelm et al. (2000) found that the 

percentage of underestimation of LAI of Corn (Zea mays L.) was higher in case of direct methods than 

optical method. Oppositely, Hunt et al. (1999) found that the LAI 2000 overestimated LAI in soybean 

and the bean leaf beetle (C. trifurcate). They suggested that the optical instruments should 

overestimate LAI since instruments do not discriminate between leaf and stem; therefore, all plant 

parts are counted as leaf area in proportion to the amount of light they intercept. In contrast, 

destructive sampling measured only the area of leaf blades. We assume that the difference in the two 

trends of results is dependent on the differences between the crops being investigated. Grass stems 

(as the case of strawberry) are very thin and occupy a small area in proportion to total leaf area.  

 

4. Conclusion 

 

Six spectrally based regression models to retrieve LAI for strawberry cultivations in Egyptian Nile delta 

were generated in this study. All models showed high accuracy ranged from (0.808) to (0.941) as the 

correlation coefficient between actual and predicted LAI. Spectral variables were used in form of 

spectral vegetation indices. Among these (VIs), PRI showed a relatively higher accuracy than the rest 

of (VIs). The study confirmed the high accuracy of the optical field measured LAI as high correlation 

coefficient was found between LAActual and LAOptical. Generated models are easy to be applied, 

however, they are site-specific models limited to the conditions of the observation. Proposed models 

could be used for early estimation of strawberry yield as vegetation health is an indicator for expected 

yield under the assumption of the absence of any up normal conditions (unexpected climatic 

conditions, epidemic infection etc.). 
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Abstract River catchments are basic hydrologic units and are important from the point of view of water 

budget management. There are longitudinal and seasonal variations in the catchment due spatio-

temporal differences in terms of lithology, rainfall condition, intensity, land use land cover. Geospatial 

techniques and satellite data provide cost effective information about watershed. It is easy and 

profitable to use these techniques as data acquisition is easy, processing is fast Ratioing is one of the 

digital image processing technique useful to extract information about catchment characteristics and 

parameters for watershed development and planning. Indices give subtle tonal variations to identify the 

features spectrally. It de-emphasizes the effect of sun illumination, effect of topographic factors and 

highlights the region as per spectral properties of specific features. It enhances the quality of image to 

study the features in detail. These indices are also used to improve the accuracy of classification 

algorithms. For the current study Landsat-8 OLI used to study NDMI, EVI2, EBI, BSI, MNDWI and 

MODIS product MOD11A2 and MOD13A2 has used to study TCI, VCI and VHI indices. The study 

indicates that indices are one of the good techniques to extract spatially and temporally varying 

features. NDMI provides moisture condition information across watershed. EBAI and BSI highlights 

built up area and give idea about impervious surface. BSI gives information about bare soil where 

erosion mostly very common. EVI2 enhance the vegetation and MNDWI emphasize the waterbodies 

which seasonally varies. TCI, VCI and VHI useful to study drought conditions. The correlation between 

TCI and VHI, VCI and VHI studied to get information about drought. The above indices useful to study 

and extract several parameters to study runoff, erosion, sedimentation, ground water condition etc. 

Indices provide unidealistic information at various wavelengths. Repetitive coverage allows to 

monitoring dynamic features like water, vegetation, soil. Indices enhance the spectral information, 

increase the reparability of the classes of interest, and improve the quality of mapping. Such kind of 

technique’s are beneficial for conservation and management of the earth resources for local 

government bodies to conserve the water and to reduce the intensity of the drought. 

Keywords Spectral ratioing; Watershed; land surface temperature; remote sensing; drought 

 

1. Introduction 

 

Remote sensing of watershed plays vital role in water resource management. The country like India, 

where economy is mainly relying on the agriculture. In unfavorable condition farmers committed to 

suicide. Over exploitation of water resources, elongation of dry period, evapotranspiration and 
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decreasing rainfall are common problems and have impact on crop yields and agricultural sectors but 

also to forestry, tourism and environment sectors. Proper development and management of watershed 

leads to economic growth of that region and country ultimately. It furnishes information about the 

composition of the object. Spectral reflectance of any object changes with chemical and physical 

properties, structure of the object. These differences make it possible to identify different earth’s 

materials by analyzing their spectral pattern. Watershed is hydrological unit and has enormous mixing 

of spectral reflectance within the region is common problem. Watershed in composed with so many 

features agriculture, forest, bare soil, impervious areas, urban features and water bodies. It is difficult 

to study all these features together with raw/ original image and all these objects have its unique 

importance in water resources and can be used as good indicators to study ground water recharge, 

runoff, erosion and sedimentation, to assess drought, flood. Studying each of the objects spectrally 

gives precise information about region and spectral correlation emphasized on condition of the objects 

and there inter-relationship with other features. Indices are good indicators of earth dynamic changes 

taken place beneath and on the earth surface. The changes one could not recognize with naked eyes 

those would be easily identified using spectrum. NDBI approach used to extract built-up areas of 

Lahore Pakistan (Bhatti and Tripathi, 2014). LAI calculations have been done with direct and indirect 

methods and discussed (Zheng and Moskal, 2009). Single band method used to extract open water 

information from multispectral image (XU HANQIU 2006). Comparative study between SPI, SWI and 

VHI for the period of pre-monsoon and monsoon seasons over Aravalli terrain (Bhuiyan, 2004). 

Comparative study TCI, VCI, VHI, TDVI and DSI in drought monitoring and yield impact for better 

understanding the differences and potential monitoring ability among these indices (Zhuo et al., 2016). 

TCI, VCI and VHI indices studied using MODIS data. compared TCI, VCI and VHI to obtain a better 

understanding about the differentiation between each index and their application for monitoring 

drought in East Java on El-Nino year of 2015 (Amalo et al., 2017). Studied relationship between water 

parameters and water indices of spectral images. Water parameters like pH, TDS, Alkalinity, Electrical 

conductivity, Cl, Na, SO4, TH, etc. from 17 stations with two seasons using Landsat 8 OLI imageries 

has been analyzed (Mustafa et al., 2017). Water indices like NDWI, MNDWI, WRI, etc. were calculated 

with correlation and regression analysis. carried out extraction of built up area study using Landsat 8. 

The normalized difference built-up index (NDBI) has been useful for mapping urban built-up areas 

(Bhatti and Tripathi, 2014). 

 

2. Study Area 

 

The Krishna is fourth biggest river in terms of water inflows and river basin area in India. The Krishna 

River is almost 1400 km long. It is a major source of irrigation system for Maharashtra, Karnataka, 

Andhra Pradesh, and Telangana State. Figure 1 shows the location of the study region. 

 

The Krishna basin extends over the same districts where total area covered is 258,948 sq. km, which 

is nearly 8% of the total geographical area of country. The extent of Krishna basin is between 

 Longitude and  Latitude. It is bounded by Balaghat range 

on the North, by the Eastern Ghats on the south and the east and by the Western Ghats in the west. 

Krishna River rises from Western Ghats near Jor Village of Satara district of Maharashtra at an altitude 

of 1337m just north to Mahabaleshwar. Its principal tributaries joining from right are the Ghatprabha, 

the Malprabha and the Tungabhadra whereas those joining from left are the Bhima, the Musi and the 

Munneruriver. The major part of basin is covered with agricultural land which approximately 75.86% of 

the total area and 4.07% of the basin is covered by water bodies. The basin spreads over 56 

parliamentary constituencies (2009) comprising 23 of Andhra Pradesh, 18 of Karnataka and 15 of 

Maharashtra. 
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3. Data and Material 

 

For this study, the following datasets and equations are utilized. Landsat-8 OLI image has been used 

for the present study where it has total 11 bands. Moderate Resolution Imaging Spectro-radiometer 

(MODIS) which is hyperspectral dataset. The product MOD11A2 and MOD13A2 has used to study 

TCI, VCI and VHI indices.  

 

MOD13A2 is Terra Vegetation Indices 16-Day composite Level 3 Global 1 km product Sinusoidal Grid 

version 06. MOD11A2 is product of MODIS is Terra Land Surface Temperature / Emissivity, which is 

8-days composite Level 3 product Sinusoidal Grid version 06. 

 

 

Figure 1: Location map material and methods 
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3.1. Use of Indices 

 

Indices are Normalized Difference Moisture Index (NDMI) gives information about leaf moisture 

condition, which would be good indicators for forest studies like biomass estimation. Forest health 

study along with this gives some hints about ground water potential region as well as moisture is high 

there are chances of getting high ground water table. On other hand, it is also good for wet land 

identification. 

 

Table 1: Applied Indices and product information 

 

Sr. 

No. 
Index Name Formula Product 

1 
Normalized difference 

moisture index (NDMI)  
Source: USGS Indices Guide 

LANDSAT_8 OLI 

(Operational Land 

Imager) 

2 
Enhanced Vegetation 

Index_2 (EVI_2)  
Source: Zhangyang Jiang, et al., 2007 

LANDSAT_8 OLI 

(Operational Land 

Imager) 

3 
Enhanced Built-up Area 

Index (EBAI) 
 

 

*Self detected 

LANDSAT_8 OLI 

(Operational Land 

Imager) 

4 Bare Soil Index (BSI) 

 

 
 

Source: Duy N B and Giang T T H, 2012 

LANDSAT_8 OLI 

(Operational Land 

Imager) 

5 

Modified Normalized 

Difference Water Index 

(MNDWI) 
 

Source: Mustafa T. Mustafa, et al., 2017 

LANDSAT_8 OLI 

(Operational Land 

Imager) 

6 
Temperature Condition 

Index (TCI)  
Source: Amalo, 2017 

MODIS – MOD11A2 

7 
Vegetation Condition 

Index (VCI)  
Source: Bhuiyan, 2004 

MODIS – MOD13A2 

8 
Vegetation Health 

Index (VHI) 
 

Source: Bhuiyan, 2004 

MOD11A2 and 

MOD13A2 

 

Enhanced Vegetation Index_2 (EVI_2) along with NDMI also use to study carbon sequestration, 

potential runoff areas and erosion zones. Wherever there is less moisture or less vegetation, in 

general runoff and erosion would be high. EVI_2 helpful in improving linearity with biophysical 

vegetation properties and in reducing saturation effects found in densely vegetated surfaces, 

commonly encountered in the Normalized Difference Vegetation Index (NDVI.) Lack of vegetation 

cover, less plants and less groundwater storage lead to emerge drought. 
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Bare soil index (BSI) used in identification and mapping of bare soil would be easy using indices for 

further land resource management and development planning. Bare soil is the region where erosion is 

severely observed and there would be loss of soil so with proper management practices. Such kind of 

losses can be identified using such bare soil index map in once glance. It is feasible to make out 

regions where management is required. Modified Normalized Difference Water Index (MNDWI) is 

useful to differentiate land and water. It is useful to delineate shoreline which is quite complex feature. 

MNDWI is helpful to extract water features as in this water get emphasized. For agriculture 

management, for cropping pattern study such kind of index is useful which highlight the water bodies. 

Enhanced Built-up Area Index (EBAI), it is useful to extract built-up region for settlement planning for 

rehabilitation in case of occurrence of any disasters like landslide and flood, this index is useful.  

 

Temperature Condition Index (TCI): It is drought-monitoring index. TCI used to determine vegetation 

stress caused by temperature and excessive wetness (Singh et al., 2003). Mostly TCI shows the 

temperature and dryness of the vegetation cover. Lower TCI values represent high temperature and 

dry area and higher TCI values represents optimal condition (Ghaleb et al., 2015).  

 

Vegetation Condition Index (VCI): Vegetation Condition Index rescales dynamics between 0 and 100 

where it ranges extremely bad to optimum condition of moisture for vegetation (Kogan, 1995). VCI is 

useful to study vegetation stress due to temperature effect on crops and helps to study drought over 

an area.  

 

Vegetation Health Index (VHI): VCI and TCI characterize respectively the moisture condition and 

thermal condition of vegetation while VHI represents overall vegetation health (Kogan, 2001). VHI 

computed by combining TCI values and VCI values together. During the calculation of VHI, an equal 

weight was assigned to both TCI and VCI since the moisture and temperature condition during the 

vegetation cycle is currently not known and thus is assumed that the share of weekly TCI and VCI is 

equal (Kogan, 2001). Lower the values of VHI, greater the intensity of drought whereas higher the VHI 

values, lesser the intensity of drought. 

 

3.2. Calculation of Land Surface Temperature (LST) 

 

Step 1. Conversion of Digital Number (DN) to Spectral Radiance (L): 

 

 
 

Where, 

 = TOA spectral radiance (watt / (m2*srad*µm)) 

= Band specific multiplicative rescaling factor from metadata 

 = Band specific additive rescaling factor from metadata 

 = Quantized and calibrated standard product pixel values (DN) 

 

Step 2. Conversion of spectral radiance (L) to Top of Atmosphere Brightness Temperature (T): 

 

 
Where, 

  = Top of Atmosphere Brightness Temperature (K) 

  = TOA spectral radiance (watt / (m2*srad*µm)) 
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  = Band specific thermal conversion constant from the metadata 

  = Band specific thermal conversion constant from the metadata 

 

Step 3. Land Surface Emissivity calculation: 

 

 
 

Where, 

 = Proportion of Vegetation, which is calculated by the following formula, 

 
 

Where, NDVI is calculated by following formula, 

 
 

 

Step 4. Estimation of Land Surface Temperature (LST): 

 

 
Where,  

 = Land Surface Temperature (in Kelvin) 

 = At-satellite Brightness Temperature (in Kelvin) 

 = Wavelength of emitted radiance (11.5 µm) 

=  (1.438*10-2 mK) 

 

Where, 

 = Plank’s constant (6.626*10-34Js) 

 = Velocity of Light (3*108 m/s) 

 = Boltzmann constant (1.38*10-23 J/K) 

 

Calculate the LST for both the band 10 and band 11 in kelvin and 273.15 subtracted from both the 

raster files to get the temperature in °K. Finally, average of the two bands temperature is taken for 

study.  

 

4. Results and Discussion 

 

Enhanced Vegetation Index_2 (EVI_2) 

 

Enhanced vegetation index, Modify the original values to more emphasize on vegetation patches 

within the region. Improvement over NDVI by optimizing the vegetation signal. It uses the blue 

reflectance region to correct for soil background signals and to reduce atmospheric influences, 

including aerosol scattering. In Figure 2, shades of green color indicate the vegetation distribution. 

Dark green show dense vegetation, light green color shows less dense vegetation cover such 

enhanced image would be useful to study minor vegetation changes. 
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Normalized Difference Moisture Index (NDMI) 

 

It is useful to study moisture changes near infra-red (NIR) and Shortwave infra-red (SWIR), which is 

sensitive to the absorbance of leaf moisture (Figure 3). Dense forest in the image showing high 

moisture content as per density of vegetation moisture content keep on changing. Light green color 

shows less moisture and dark green color shows more moisture. Useful for various forestry 

applications like finding the forest type along with the probable identification of trees. 

 

 
 

Figure 2: Enhanced Vegetation Index_2 (EVI_2) 

 

 
 

Figure 3: Normalized Difference Moisture Index (NDMI) 
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Bare Soil Index (BSI) 

 

Monitoring bare soil region is important. Plays important role in ecosystem. These are the region 

where further development could be happened. On the other hand, these are the region known for soil 

erosion and runoff. Index is based on significant differences of spectral signature in the near infrared 

between the bare-soil and the backgrounds. 

 

Figure 4 show dark brown to orange shade shows bare soil patches which can be easily delineate. 

Minor tonal variation also can easily observed. 

 

 
 

Figure 4: Bare Soil Index (BSI) 

 

Modified Normalized Difference Water Index (MNDWI) 

 

Substitution of a mid-infrared band. For the near infrared band used in the NDWI. It emphasizes water 

bodies. While suppressing and even removing built-up land noise as well as vegetation and soil noise. 

NDWI is sometimes over estimate as it mixed with soil, built up and vegetation. MNDWI highlight the 

water features. In case of raster edges cannot be easily delineated there would always mixing at the 

edges so such kind indices are useful to differentiate and highlight water bodies from surrounding 

features. In the Figure 5, mixing is easily observed at the edges so after applying index it would be 

easily noticeable.  
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Figure 5: Modified Normalized Difference Water Index (MNDWI) 

 

Enhanced Built-up Area Index (EBAI) 

 

It is always difficult to identify built up area as it gets easily mixed with other background features like 

fallow and bare soil and vegetation however after applying this built up index. The built-up area is 

highlighted in Figure 6 white color which could be easily differentiate from the other background 

region. 

 

 
 

Figure 6: Enhanced Built-up Area Index (EBAI) 
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Temperature Condition Index (TCI) 

 

Temperature Condition Index is one of the drought-monitoring indexes, which is generating by using 

MODIS product. Lower TCI values represent high temperature and dry area and higher TCI values 

represents optimal condition. TCI used to determine vegetation stress caused by temperature and 

excessive wetness (Singh et al., 2003). The present study tells about the temperature index variation 

from 0 to 100 in 3 years of 2014 to 2016. Spatial pattern of TCI shows the changes in vegetation 

condition due to temperature variation in the Figure 7. In 2014, almost everywhere in Krishna basin we 

can observe no drought area except the upper eastern part, which represents some part of Andhra 

Pradesh. Where as in December 2015, we can observe the extreme drought or extreme condition of 

temperature index increase near to the 0 which show extreme drought (Figure 7). In 2016, some part 

of upper Krishna basin is having no drought to moderate drought condition whereas southern part of 

Krishna basin is having moderate to severe drought condition. 

 

Vegetation Condition Index (VCI) 

 

Vegetation Condition Index is another drought monitoring index which is generated by using MODIS 

data. Vegetation Condition Index rescales dynamics between 0 and 100 where it ranges extremely 

bad to optimum condition of moisture for vegetation (Kogan, 1995). Vegetation index give us the result 

of the moisture content and vegetation stress. If moisture content is more then, the index shows the 

values towards 100 and vice versa. The Figure 8 show the changes in the VCI condition. As like TCI, 

spatial pattern of VCI also 2014 was the good period for vegetation condition than 2015 and 2016. The 

year 2015, show the values near to the 0 in upper Krishna basin. In 2016 as like TCI had shown the 

result in lower Krishna basin having less values show the less moisture condition and vegetation 

stress over that area. 

 

 
 

Figure 7: Temperature Condition Index - Dec 2014-2016 
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Figure 8: Vegetation Condition Index (VCI) - Dec 2014-2016 

 

Vegetation Health Index (VHI) 

 

VCI and TCI characterize respectively the moisture condition and thermal condition of vegetation while 

VHI represents overall vegetation health (Kogan, 2001). During the calculation of VHI, an equal weight 

was assigned to both TCI and VCI since the moisture and temperature condition. Range of VHI is from 

0 to 100. The table below will tell us about the classification of drought in the values between 0 and 

100. 

 

Table 2: VHI Drought Severity Classes 

 

Drought Classes VHI 

Extreme Drought <10 

Severe Drought ≥10 and <20 

Moderate Drought ≥20 and <30 

Mild Drought ≥30 and <40 

No Drought ≥40 
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Figure 9: Vegetation Health Index (VHI) - Dec 2014-2016 

 

The above map shows the vegetation health on the Krishna basin. In the 2014, no moderate condition 

has been observed as TCI and VCI also show the same result (Figure 9). In 2015, most of the part of 

Krishna basin suffer with severe to extreme drought which was classified in the Table 2. In 2016, lower 

Krishna basin has been observed with moderate to severe drought. 

 

Correlation between TCI vs VHI and VCI vs VHI 

 

 
 

Figure 10: Correlation Graph - TCI vs VHI - Dec 2014-2016 
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Figure 11: Correlation Graph - VCI vs VHI - Dec 2014-2016 

 

The graph given above will tell us about the trend between the three indices (TCI vs VHI and VCI vs 

VHI). The relationship will show the correlation among the TCI vs VHI. In 2014 and 2015 VCI is 

strongly correlated with VHI and TCI has less correlation with VHI. 

 

5. Conclusion 

 

Band ratioing is precise technique to study complex and dynamic features in the watershed. Indices 

taken in this study are useful for various parameter extraction and can be used for watershed 

development and planning. Indices are good indicators normalized difference moisture index indicates 

leaf moisture condition and useful to predict ground water condition. Enhanced vegetation index 2 

indicates the vegetation cover on the surface and can be correlated with ground water condition as 

lack of vegetation leads to depletion in ground water table. Bare soil index is useful for land resource 

management and planning as index emphasize bare soil region prominently and are good indicators of 

soil erosion and runoff. It is observed that modified normalized difference water index highlights water 

bodies and suppress and built-up land noise as well as vegetation and soil noise, modified the edges 

so one can easily separate land and water. Built up area as it get easily mixed with other background 

features can be easily identifiable after applying Enhanced built up area index. TCI, VCI and VHI are 

drought monitoring index. Temperature condition index shows changes in vegetation due to 

temperature condition. Vegetation condition index can be used to study vegetation stress. VCI and TCI 

depict respectively the moisture condition and thermal condition of vegetation while VHI provide overall 

vegetation health. TCI, VCI and VHI are good indicators of drought severity monitoring. There are 

many different mechanisms in the remote sensing by which, an object can be identified like linear and 

non-linear enhancement, Land surface temperature, spatial filter and band ratioing, classification. It 

furnishes information about the composition of the object. Remote sensing indices enhance contrast 

between features by dividing spectral reflectance bands. It is ratioing of two bands, which removes 

much of the effect of illumination in the analysis of spectral differences. Indices give subtle tonal 

variations to identify the features spectrally. It de-emphasizes the effect of sun illumination, effect of 

topographic factors and highlights the region as per spectral properties of specific features. It 

enhances the quality of image to study the features in detail. Watershed is a major contributor to raise 

the economic status of the specific region. It plays vital role in human development as well. Scientific 

observations of watershed with different aspects are major interest of study. For every aspect of 
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watershed management and development study like drought and flood monitoring, indices are 

effectively valuable. 
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Abstract Data creation is often the only way for researchers to produce basic geospatial information 

for studies concerning river basins, slope morphodynamics, applied geomorphology and geology, 

urban and territorial planning, among others. This exercise results from an idea initially presented to 

students in a class context at the Geoinformatics Lab (Geography Department - University of Coimbra, 

Portugal). The main hypothesis (and goal) of this methodological essay was centered on the idea that 

it could be possible to develop an interoperable workflow where specific data processing tasks 

executed in Google SketchUp could produce elevation data that could be exported and geoprocessed 

with open source Geographical Information Systems (GFOSS) software. It starts with Google 

SketchUp (GS) graphical interface, with the selection of a satellite image referring to the study area – 

which can be anywhere on Earth's surface; subsequent processing steps lead to the production of 

elevation data at the selected scale and equidistance. This new data must be exported to GIS software 

in vector formats such as Autodesk Design Web format – DWG or Autodesk Drawing Exchange format 

– DXF. In this essay the option for the use of GIS Open Source Software (gvSIG and QGIS) was 

made. Correcting the original SHP by removing "data noise" that resulted from DXF file conversion 

permits the author to create new clean vector data in SHP format and, at a later stage, generate DEM 

data. This means that new elevation data becomes available, using simple but intuitive and 

interoperable procedures and techniques which configures a costless workflow.  

Keywords Contour lines; DEM; GFOSS; GIS; Google Earth; Google Sketchup; Interoperability 

 

1. Introduction 

 

Geomorphometry is generally understood as a sub-branch of Geomorphology, whose object is related 

to the analysis and comparison of quantitative parameters (descriptive measures – attributes) related 

to the relief forms (objects) of the terrestrial surface. As referred by Hengl & MacMillan (2009) as cited 

in (Silveira and Silveira, 2015), DEM documents are widely used for providing continuous covering for 

large areas at a relative low cost. This automated digital computing provides measurements of surface 

shapes, context, patterns and texture, that can be used as substitutes for the criteria considered in 

Methodology Article  
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image or aerial photo interpretation. In the same work, the main argument for its use is the variety of 

procedures associated with measurements, dimensions and objects that can be derived by automated 

analysis of elevation data, applied to natural landscape mapping and modeling. This analysis permits 

the consistent extraction of several parameters or objects that can be considered as direct analogues 

of the criteria used by the manual interpreter to identify and delineate objects applied to several 

studies such as Hydrology, Pedology, Ecology, Geomorphology and Geology.  

 

It is quite simple to identify and select for work some examples of standalone context tools (eg 

Arc2Earth, Contouring GE, among others) that help us to extract elevation data directly from Google 

Earth. However, not all of them are available for free, not all are up-to-date or not all offer the required 

accuracy and precision, or the required interoperability. This exercise reveals an original work flow that 

permits the production of contour lines related to any area of the globe (with the selected 

equidistance), by the implementation of specific tasks performed in a software suite that includes 

Google Sketch-up (GS) from which it becomes possible to export data in vector formats, namely DWG 

and DXF, and GIS software. From the moment the elevation data already converted to SHP format 

(open standard) enters the GIS environment some specific procedures must be carried out in order to 

correct errors and reduce uncertainty. In a later stage, it becomes possible to derive 3D information 

based on the production of a DEM. Depending on the user's objectives, the exercise could be 

completed and stopped at this stage, but he can also proceed and follow other directions, for example, 

the construction of derived raster maps (slope, slope exposure, contours, among others). Finally, it 

becomes also possible to produce new derived vector maps (SHP format) with elevation data in which 

the selected equidistance may be different from that initially used in the GS environment. 

 

1.1. Terms and Concepts 

 

The term “DEM” (an acronym for Digital Elevation Model) is often used (Hirt, 2006) as a generic term 

for Digital Surface Model (DSM) and Digital Terrain Model (DTM).
1
 In fact, some definitions do not 

seem to distinguish the terms DEM and DSM, and it is also common to find some others that equals 

the terms DEM and DTM (Podobnikar, 2009), or consider DEM as subset of DTM that represents other 

morphological elements (Li et al., 2004). Other definitions can be found such as the one proposed by 

the USGS in the Glossary of the Landslide Hazard Program (USGS Glossary of USGS Landslide 

Hazard Program), which defines “DEM” as a regularly spaced GRID and “DTM” as a three-dimensional 

model (Triangulated Irregular Network – TIN). The DEM can be represented as a raster (a grid of 

squares, also known as a height map when representing elevation) or a vector-based TIN. In this 

case, TIN datasets are also referred to as a primary (measured) DEM, whereas the Raster DEM is 

referred to as a secondary (computed) DEM (Toppe, 1987). Other literature (Li et al., 2004) considers 

that DEM data could be acquired through techniques such as photogrammetry, lidar, ifSAR, land 

surveying, among others. In general terms, DEM is often used in GIS and is the most common basis 

for digital relief maps.  

 

Although the DSM may be useful for landscape modeling, city modeling and visualization applications, 

the DTM is often required for flood or drainage modeling, Land-Use studies (Balenovic et al., 2015), 

Geology and other applications (UK Environment Agency, 2005). Recent research (Al-husban, 2017) 

showed that DEM could be considered as a computerized representation of Earth’s relief, and it is 

                                                           
1
It should be stressed that most of the data providers like the United States Geological Survey (USGS), National Aeronautics 

and Space Administration (NASA), and European Space Agency (ESA), use the generic term "DEM". Instead, the Japan 

Aerospace Exploration Agency (JAXA) refers to ALOS World 3d, a 30-meter spatial resolution digital surface model, as a DSM. 

Although, the datasets captured with satellites, airplanes or other flying platforms, like Shuttle Radar Topography Mission 

(SRTM) and Advanced Spaceborne Thermal Emission and Reflection Radiometer - Global Digital Elevation Model (ASTER-

GDEM), are originally considered as DSM data documents. The term DTM is often mentioned when it only includes surface 

data; it means that it does not take into account surface features like trees and buildings. It can thus be assumed that, in general 

terms, we should refer to DEM as a representation of the elevation of the Earth's surface above a certain datum, to DTM if the 

data represents the elevation of the surface with its features, and to DSM when the DEM includes the elevation of the terrain 

plus the natural and man-made features. 
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often used in Geosciences and Geostudies but also, in Architecture, Civil Engineering, and all issues 

related to Urban Studies and Territorial Planning. In this following, along with the present document, 

DEM will be used as a generic term for both DSM and DTM data documents.  

 

One of the most common challenges that researchers and practitioners dealing with geospatial data 

are facing is data collection. There are three main sources of data for the construction of a DEM (Al-

husban, 2017): 

 

A. Field survey techniques, from the acquisition of precise points of latitude, longitude and elevation 

(x, y, z);  

 

B. Topographic maps, from the derivation of contour lines, drainage, lakes and points of elevation;  

 

C. Remote sensing, from the interpretation of aerial photographs or images acquired from satellites
2
, 

especially for photogrammetry (stereoscopic methods), radars and, more recently, laser surveys.  

 

The production of MDT data usually derives from line vector files that gather elevation data but it is 

also common to construct MDT files using interpolation processes executed on the basis of a cloud of 

points. In the year 2000, SRTM mission collected data over most of the land surface positioned 

between 60º N and 54º S (about 80% of all land on Earth) and allowed to generate a complete base of 

terrestrial digital topographic maps of high resolution, freely available now in two resolutions: 90 m and 

30 m. In this case, the derivation of MDT data in GIS environment, with or without 3d visualization, 

obliges that the work must be done with raster files and in a later stage to convert them for vector 

formats. The United States National Aeronautics and Space Administration (NASA) Jet Propulsion 

Laboratory website (https://asterweb.jpl.nasa.gov/gdem.asp,) informs about the origins of ASTER 

GDEM mission stating that the Ministry of Economy, Trade and Industry (METI) of Japan and NASA 

jointly announced the release of the Advanced Spaceborne Thermal Emission and Reflection 

Radiometer (ASTER) Global Digital Elevation Model Version 2 (GDEM V2)
3
 in October 17, 2011. 

ASTER GDEM coverage spans from 83º N to 83º S, encompassing 99% of the mass of the Earth. This 

represents another excellent geodata provider for spatial researches once it is generally accepted the 

idea that DEM data is often a very useful tool for landscape analysis.  

 

Taking in line the considerable number of methodological options that allow the production of elevation 

data which will always depend on the available data, the access to it, as well as on the objectives of 

the user, especially in terms of application, the main purpose of this study is in the presentation of an 

interoperable methodology which is based on a set of applications that performs specific tasks leading 

to the derivation of MDT in any area of the globe, from the selection of a satellite image acquired and 

processed in GS software and geoprocessed in GIS environments.  

 

2. Materials and Methods 

 

This exercise requires the articulation between practices and tasks carried out in a two step process 

(two stages): Stage A) Google SketchUp environment and Stage B) GIS environment. 

 

2.1. Google Sketch-up Environment 

 

2.1.1. Study Area Selection, Data Acquisition and Preparation 

 

In GS environment, the template selection "Urban Planning Meters" leads to the access of a graphical 

interface from which users can select the display mode of the image as well as the procedures that will 

                                                           
2
Is quite common today the use of Unnamed Aerial Vehicles (UAV) for this propose. 

3
The first version of the ASTER-GDEM, released in June 2009, was generated using stereo-pair images collected by the ASTER 

instrument on board “Terra”. 
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allow the extraction of data from the Z coordinate. The execution of the following commands "File > 

Geo-location > add location" allows us to select the study area and the image to work and prepare it 

for the extraction of elevation data based on contour lines. In this essay the study area is located in the 

Central Region of Portugal (Figure 1), concretely, it is an area of the mountainous massif of the Serra 

da Estrela in which stands out the presence of a glacier valley - Glacier Valley of the River Zêzere. The 

command File> Geo-location> Show terrain, show us a 3D image (Figure 2A) and the use of tools 

"Orbit" and "Zoom" helps us to identify the volumes and the topography associated with the selected 

image. In order to extract elevation data from this satellite image it is necessary to draw a rectangle 

whose area completely involves the image to be selected (Figure 2B). The functionalities of the "show 

terrain" tool returns to 3D visualization of the ortho-image that we will now have to overlap the 

tangential to the base of the rectangle (Figure 2C)
4
.  

 

 
 

Figure 1: The mountainous massif of the Serra da Estrela, Central Region of Portugal (image obtained from 

Google Earth, on the left); Selection of the satellite image to be rendered in GS environment (on the center). 

 

 
 

Figure 2: Initial processing stage for the recording of contour lines in GS environment 

 

 

 

                                                           
4
 At this stage it is important to identify the altitude of the lowest point of the ortho-image, and record its value. Google Earth was 

used to capture this basic information. On the other hand, the rectangle must be strictly tangent to the ortho-image in the contact 

with the base where its lowest point is located; it is not easy to execute this command in an absolutely strict way and, as such, 

already in the GIS environment, it will be necessary to resort to techniques of correction of deviations and inaccuracies of the 

elevation data, which are translated by the production of negative values of altitude that are going to be loaded to the vector file 

when exporting from the GS.  
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2.1.2. Box Model and Contour Lines Generation 

 

In conceptual terms, the aim of this process is to create a “box module” with a layer-based architecture 

that, in its set, will intersect the ortho-image (Figure 2A). The first procedural task to generate the 

cutting layers consists on the use of the "Show Terrain" command, which allows us to view the ortho-

image in a 3D perspective and informs about the altitude of the plans. By using the "Move" tool we 

have to create an over-raised copy of a rectangle (Figure 2B) whose area must completely involve the 

ortho-image. To raise this copy (new layer) that will have to be replicated as often as necessary in 

order to fill the “box module”, it is crucial to identify the execution status. For this purpose, the operator 

must verify if the cursor has a crosshair shape, and confirm if there is a graphic return defined by a "+" 

sign which must be accompanied by the information "on blue axis" (Z). The rectangle should be 

positioned tangentially to the lowest point of the ortho-image (Figure 2C), while in the lower right 

corner of the GS graphical interface, in "Distance / Lenght" it must be typed the distance (in meters) to 

which the new copy of the rectangle will be positioned above the original; that is, in practice, we are 

defining the equidistance value for the layers to be generated. The iteration of this procedure, by typing 

"40x", or "50x", or more, until the ortho-image is completely covered by the replicates of the rectangle 

leads to the generation of a volumetric layer-based module (Figure 2D).  

 

After ensuring the uniqueness of this polyhedron through the "Make Group" command, with the "Move" 

tool selected, the sequence "Intersect faces> With Model" must be carried out. When removing the 

geometric model in order to permit the ortho-image to be seen, we verified that the contour lines 

corresponding to the altitude layers intersected by the model were recorded on the satellite image 

(Figure 3A). After deleting the geometric model by following the Window> Default Tray> Layers path 

and, deactivating the "Location Terrain" and "Location snapshot" layers, we obtain the 3D image of the 

generated contours (Figure 3B). To view this elevation data in the ortho-projection mode, we must 

select the commands View > Toolbars > Views > Top path (Figure 4).  

 

 
 

Figure 3: Topographic surface engraved with the contour lines. 
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Figure 4: Ortho-projection of the topographic surface engraved with the contour lines. 

 

The sequence of procedures and tasks performed in GS environment produced a set of elevation data 

and features that can be stored in vector formats which can be loaded in GIS software. Considering 

that GS does not allow to export data in SHP format, other options such as the DXF format are 

suitable because it can be loaded in GIS software and later converted to a first generation SHP, so-

called because it involves raw data containing topographic, hypsometric and topological errors which 

need to be corrected or even removed from the SHP. 

 

2.2. GIS environment - gvSIG and QGIS 

 

The export of the vector data produced in the previous stage, in the GS environment, carries a lot of 

uncertainty and data noise, consequently, error as it was previously mentioned. It is therefore 

necessary to use a sequence of tasks and procedures for SHP correction. This geoprocessing stage 

was accomplished by using gvSIG and QGIS software (Free and Open Source Software). Once the 

conversion of the DXF file to SHP format has been performed, the observation and analysis of the 

SHP attribute table confronts us with the existence of four types of data that require attention:  

 

 
 

Figure 5: Resulting DXF file, from the export process from GS to the gvSIG. 
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Figure 6: Data resulting from the DXF - SHP conversion process, before and after the correction of the attribute 

values by running the merge of adjacent line features algorithm in gvSIG. 

 

 
 

Figure 7: Graphic result after the running process of "Rasterization and Interpolation" tool, gvSIG Sextante 

module. 

 

 
 

Figure 8: DEM generated after the running of void filling process (pixel-resolution 10 m) 
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Figure 9: Contour lines (in vector format and with records multiples of 10m), processed with the "Vectorise" 

algorithm (Sextant module). 

 

A. Data exported among with the contour lines, which have to be removed (Figure 5). 

 

B. Adjacent entities within the same layer to merge together. Once the attribute containing the 

elevation data has been identified and selected by creating an appropriate query filter, the result is 

converted to SHP format. Each contour line must be represented by only one segment; however, an 

architecture defined by more than one feature resulted from the export process, which forces the use 

of the merge tool applied to the adjacent entities within the same layer to merge together. Figure 6 

reveals the number of features before and after the execution of the algorithm "merge adj lines", 

available in the tool set for “Line Layers” (gvSIG sextant module). To perform this task, the wizard 

configuration does not accept more than one feature per contour line, so the "Options-Tolerance" field 

must be filled with the value "0", but the software replaces it immediately with the scientific notation 

"1.0E-4". 

 

C. Negative elevation records, which are unreal regarding the geomorphology of the study area - 

it is a mountain area-, that require proper correction; the procedural significance of these records is 

associated to the positional adjustment of the rectangle (the first elevation layer) used for replicating in 

GS, in relation to the base level identified in the ortho-image. The correction of these data is carried 

out with the creation of a new field that is populated automatically using the Field Calculator tool. This 

can be seen as a two-step process that begins with the SUM of the original elevation records listed on 

the SHP attribute table, and the modular value of the smallest negative elevation record – which 

reflects the vertical shift of the rectangle to the base of the ortho-image. 

 

D. Positive elevation records that represent the difference between the real and the lower 

elevation record of the ortho-image; to obtain the correct elevation data, in this attribute field, it is 

necessary to SUM the identified "lowest point value" with the ones obtained from the theoretical "zero 

level" which represent the reference to distinguish between positive and negative records, in other 

words, that are visible or invisible in the ortho-image. This second SUM can be realized in the field 

created in the task referred in 3), but the user can choose to create a new field using the Field 

Calculator, and to fulfil it with data resulting from the SUM of the records obtained in the process earlier 

described, with the minimum value of the real elevation identified and captured from Google Earth. 

However, the problem related to inaccurate elevation records generated in GS still is not solved. It is 

necessary to find a solution to obtain equidistant multiple values of 10m. There are some adequate 

procedures that can be performed in raster data model and DEM generation techniques. The use of 

the "rasterize vector layer" algorithm available on the "Rasterization and Interpolation" Sextant toolset, 

leads to generate a DEM using the contour line data as input (Figure 7). The resulting empty cells 

present in the DEM require the use of the "Fill" tool available in the "basic tools for raster layers” 
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toolset of Sextant (Figure 8). The generation of new vector contour lines (Figure 9), with the selected 

equidistance and records which are multiples of 10m, can be processed using the “Vectorise raster 

layers" algorithm available in the "Vectorization" toolset of Sextant. 

 

3. Results 

 

In previous stages of this work we have presented and described the main steps and the 

methodological procedures leading to the creation of a vector document in SHP format; and the 

techniques and the algorithms used to eliminate noise from input data in the GIS software, which had 

resulted from the conversion of data in DXF format to SHP, were also revealed. This methodological 

essay aimed at demonstrating that the combination of these techniques in a context of interoperability 

of data formats and software, makes it possible to derive new data that can serve as a new basis for 

more complex works. An example of it can be seen in Figure 10, which displays the result of the 

overlapping of contour lines in vector data model with the DEM rendered with hillshade effect (shaded 

relief). The user now has at his disposal derived elevation data, with desired detail and scale, which 

can serve as a basis for deriving new data, such as slope and slope exposure maps, and perform 

calculations to other complementary studies, such as the generation of river networks, basins and 

watersheds, stream order and other hydrologic data. 

 

The visual comparison between the DEM derived from the GS-GIS performed in QGIS software 

(Figure 11A) and another DEM document built on the basis of the line vector files derived from the 

Portuguese Military Maps, sheets 213 and 224, 1:25000 (Figure 11B) reveals striking similarities. 

Attention is drawn to the high visual cartographic similarities shown in both cases and this perception 

is stressed with the statistical data when a comparison between both raster histograms is made. These 

results encourage the development of new studies that allow us to evaluate the degree of reliability of 

the data obtained, as well as to test, validate and improve the model presented in this methodological 

essay.  

 

 
 

Figure 10: Contour lines final layer (vector format, with 10m of equidistance) and DEM with shaded relief  

(raster format, 10m resolution pixel). 
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Figure 11: DEM derived from GS-GIS conversion process and raster histogram for a sample of the study area 

(A), performed in QGIS software. DEM derived from line features, sheets 213 and 224 of the  

Portuguese Military Map, 1/25000 (B). 

 

4. Discussion 

 

The lack, scarcity, high cost or simply conditioned access to geospatial data constitute barriers to 

research (academic and scientific) which sometimes can be overcome by the researchers themselves. 

Using autonomous strategies, one can produce basic data suitable for a subsequent integration into 

thematic complex work, and dispense themselves from the obligation to have recourse to institutional 

sources that do not always guarantee free and open access to geospatial data. As can be seen from 

the close-up of the figures presented, namely from Figures 10 and 11 which show the final results 

obtained, the methodology tested consists of a set of interoperable procedures that allows to obtain 

(and to produce) new elevation data from (and for) any place or region of the globe.  

 

From the beginning of this methodological essay it was assumed that the main goal of this exercise 

was to provide alternative solutions, quick and virtually free of charge, for the generation of geospatial 

information using an interoperable combination of software. The use of this suite of applications 

involving Google Earth, Google SketchUp and GIS free and open source software (FOSS), namely, 

gvSIG and QGIS, conduced to the generation of vector and raster files containing elevation data with 

scale and equidistance selected by the operator. Once the required correcting tasks were performed in 

order to remove data noise resulting from the GS-GIS export process, the SHP data thus obtained can 

be integrated in researches under the most varied fields of knowledge and applications such as 

Hydrology, Geomorphology, Urban Planning, among others. Future works will discuss this 

methodology in the perspective of model validation based on the use of statistical methods and the 

comparison of the results obtained from various techniques used for the construction of DEM data. 

 

5. Conclusion 

 

A considerable number of sciences requires the use of basic elevation data for the characterization of 

the physical support of human activities, from the detailed urban studies to those involving tasks and 

activities related to land use and territory planning and management. 

 

The implementation of a suite of interoperable solutions that allow the use of GIS software to match 

with other applications that render vector or raster information as, in this case, Google SketchUp, 

reflexes the creation of new elevation data which after undergoing processes such as error correction, 

uncertainty reducing and cartographic noise removal, shall be available to derive new data, with the 

guarantee of preservation of its integrity and reliability, so that it can integrate new chains of 

procedures related to various studies applied to diverse areas of Science and its applications, social 

and/or natural.  
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The generation of contour lines and DEM data are examples of a creative low-cost process, the 

importance of which is recognized in several domains of its application. The exercise here is intended 

to be an example of innovation in Geospatial teaching and research, an expedited solution which, 

based on an articulated procedural sequence, ensures a methodological work flow for the production 

of basic elevation data that allows researchers to overcome barriers placed at initial stages of most of 

the works, that invariably begins with the formulation of problems and equations for which they will 

have to find answers. "I do not have data – and now, what do I do?" This conception, which is 

sometimes more a matter of attitude than a real dilemma or a real problem, can cease to be an 

obstacle and have a deterrent effect on researchers decision-making process at crucial moments in 

the research process, if we think that the creation of geospatial data, with the required prudence, can 

be assured and performed by researchers and non professional users. This is a singular perspective 

of the Volunteered Geographic Information paradigm, where data users can be also data producers 

and providers. 
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Abstract The irrigation water quality and related hazards to crop yield is frequently a complex 

phenomenon that comprises the major effect of physico-chemical parameters. In the present 

investigation, an attempt has made to assess the groundwater quality and geo-spatial disparity of 

irrigation water quality index for agricultural purpose in piedmont zone of Jalgaon district. The Irrigation 

Water Quality Index (IWQI) was computed by Meireles Irrigation Water Quality Index technique. In the 

present study, ground water samples were collected from thirty-six different locations of piedmont plain 

of Jalgaon district. Samples were analysed in the laboratory for various quality parameters such as, 

Electrical Conductivity (EC), Sodium (Na) Bicarbonate (HCO3), Chloride (Cl), Magnesium (Mg), 

Calcium (Ca) using standard methods and Sodium Absorption Ratio (SAR) was calculated using 

standard equation. The correlation among the irrigation water quality parameters was calculated 

statistically. The present investigation's revealed that, the computed values of Irrigation Water Quality 

Index (IWQI) exhibits that, 77.78 % sample location (3/4 area) was moderately restricted and 22.22% 

sample location (1/4) was highly restricted for irrigation use in the piedmont region. The results of geo-

spatial distribution of IWQI show’s that, the major restrictions were observed at Pal village from 

northern part whereas minor restriction were found at all remaining part of the study area. The overall 

trends of increasing restrictions were observed from western to eastern part of piedmont plain of 

Jalgaon district. Hence, the above results revealed that, intensive agriculture by over use of inorganic 

fertiliser, pesticides, high depth water, polluted drain water and improper irrigation practices was posed 

a serious threat to groundwater quality in agricultural areas of piedmont plain of Jalgaon district. 

Keywords Geo-spatial techniques; Irrigation; IWQI; Piedmont plain 

 

1. Introduction  

 

Agriculture is the main occupation of the people in India as well as Maharashtra and study region, 

which is subject to uncertainty of rainfall; irrigation plays a vital role in developing the agricultural 

economy (District Gazetteer, 1962). Central Water Commission (CWC) has estimated as 139.9 Mha, 

the ultimate irrigation potential of India, these irrigation potentials from major and medium irrigation 

projects is assessed as 58.47 Mha. Irrigation potential created in our country from major and medium 

irrigation plans, which stood at 9.7 Mha in 1951, has increased to 47.97 Mha in 2016 (CWC, 2017). 

The Central Ground Water Board (CGWB) has examined ground water resources area out of which 
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1635.84 sq. km. is under command and 9742.99 sq. km. is non-command out of total geographical 

area 11378.83 sq. km. (CGWA, 2013). Irrigated agriculture is totally dependent on suitable water 

supply of applicable water quality (Islam, 2009). Groundwater is regularly used for domestic, industrial 

and irrigation purpose in the global world. The groundwater represents the second source for the 

freshwater in the piedmont region that is origin from the terrestrial surface water bodies (Rabeiy, 

2017). Irrigation water quality is associated to its influences on soils and crop productivity and its 

cultivation. The concern that water will be an infrequent natural resource in the modern era. World 

Health Organisation and Water Resource Ministry has been motivated the emerging countries into the 

appraisal of the water qualities at sources of water in current ages (Kannel et al., 2007). Irrigation 

water quality is assessed by the total volumes of soluble elements and the types of present element 

inside the irrigation water. Irrigation waters whether derived from the natural sources as springs then 

blowing from minor tributaries of main rivers or pumped from dug wells, tube wells and bore wells, 

contain significant amounts of chemical matters in solution that may decrease crop yield and decline 

soil fertility (Ayers and Westcot, 1985). Groundwater is one of the most useful water resources on the 

Earth, which is applied for essential uses such as drinking, agriculture and industry, etc. (Chitsaz and 

Azarnivand, 2016). Numerous studies were carried out to measure the geochemical properties of 

groundwater (Sujatha and Reddy, 2003); (Laluraj, Gopinath and Dineshkumar, 2005); (Subramani, 

Elango and Damodarasamy, 2005); (Ravikumar and Somashekar 2012). Water quality plays a vital 

role in encouraging agricultural production and normal of human health (Tiwari et al., 2017). 

 

Geographical Information System (GIS) is an effective and powerful tool for mapping, monitoring, 

modelling and assessing water quality, detecting environmental change, determining water availability, 

preventing flooding and managing water resources on a local or regional scale (May et al., 2013). 

Spatial analysis extension tool of ArcGIS 10.2 permits statistical interpolation techniques of the 

irrigation groundwater quality parameters at unknown fields from known fields values to generate a 

continuous surface which helps us to study the spatial variation of irrigation water quality index of the 

piedmont region (Shabbir and Ahmad, 2015). Geographical Information System (GIS) assist to assess, 

mapping and monitoring of irrigation water quality in agriculture sector and has significant role in the 

agricultural practices and management of natural water resources (Srinivas et al., 2013). 

 

Ground water quality parameters for assessment of probable precipitation of salts, induction to salinity 

and sodicity by irrigation activities are used to classify groundwater for irrigation purpose (Tiwari et al., 

2017). The classification of groundwater quality that considers the interface of both salinity and soil 

sodicity with the toxicity risk (Meireles et al., 2010). The main approach of this study is to assess and 

mapping of Irrigation Water Quality Index (IWQI) by Meireles method, that interpreted restriction of 

groundwater quality for irrigation in various soil and plants.  

 

2. Study Region 

 

The present work was conducted in Northern part of Jalgaon district in Khandesh region; which is 

known as Piedmont plain in Earth Science. Piedmont plain of Jalgaon district was selected for the 

present investigation which has been originating in eastern part of Khandesh region in between 

Satpuda mountain and Aner - Tapi river in Jalgaon district of Maharashtra. The area coverage of the 

study region is 2118 sq. km. Geographically, the UTM geographic location is lined between 21° 00′ 40″ 

to 21° 23′ 44″ N latitude and 75° 02′ 51″ to 76° 02′ 39″ E longitude (Figure 1). The topographic 

elevation or altitude of the catchment is ranging from 45 to 1062 m. According to (Govt. of 

Maharashtra 2011), the total geographical area of the piedmont plain has recorded 2,118 sq. km 

(18.00%) out of total geographical region of the district is (11,765 sq. km.). The surrounded natural 

boundaries have been demarked by Tapi River at eastern and southern side, western boundary has 

marked by Aner River and Satpuda Mountain has covered northern part of the piedmont plain region 

(Govt. of Maharashtra, 1962). The climate of the study area is classified as hot summer and dry 

throughout the year. According to meteorological view, this area falls in the tropical region, the mean 

daily maximum temperature reaches 42.5
0
 C. In the past decade, the average rainfall in the last 
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decade has been fallen 75 to 80 cm per year in the region (TERI, 2014). The piedmont area consists 

of alluvial plain of Tapti valley. Geologically, most of the part of study region is covered by Deccan 

traps excluding alluvium land on northern sides of Tapi River. Central Ground Water Board has taken 

up several studies in the district and compiled the report on Hydrogeology of the district. Ground water 

exploration in the district has been taken up in different phases since 1957-58. According to, 

Geological Survey of India (GSI), the ground water exploration has been done in alluvial and hard rock 

areas occupied by Deccan Trap Basalt. These trap rocks are the result of outpouring of enormous 

magma flows which had extend over hundreds of kilometer of western, central and southern India to 

appearance a major part of the Deccan plateau at the end of Mesozoic era (CGWA, 2013). 

 

 

 

Figure 1: Location of Piedmont Plain of Jalgaon District 

 

3. Materials and Methodology  

 

In the present investigation, 36 sampling locations were selected by using systematic sampling 

techniques for groundwater sample from piedmont plain of Jalgaon district. The samples were 

collected in one litre polyethylene cans which were pre-rinsed and washed in the laboratory using 

proportionate distilled water and hydrochloric acid and before filling the sample it is washed thoroughly 

with representative sample. Global Positioning System (Garmin Ertex - 20) was used for recording and 

mentioned geographical coordinates of sampling locations shown in Table - 5. The scientific standards 

methods were applied for water sampling, handling, transporting, storing and laboratory analysis 

(APHA 1998). The collected samples were analysed for various water quality parameters like Electrical 

Conductivity (EC), Sodium (Na) Bicarbonate (HCO3), Chloride (Cl), Magnesium (Mg), Calcium (Ca), 

whereas Sodium Absorption Ratio (SAR) was calculated by equation 1 (Wilcox, 1948). 

  

                                              Eq. – 1 

 

The main objective of present investigations is to know Irrigation Water Quality Index (IWQI) for the 

classification of groundwater quality zone in the piedmont plain area of Jalgaon district. Groundwater 
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quality parameters were used in this inspection; such as, Electrical Conductivity (EC), Sodium 

Absorption Ratio (SAR), major cations include Sodium (Na) and major anions include Chloride (Cl) 

and Bicarbonate (HCO3) (Meireles et al., 2010). Digital electrical conductivity meter was used for 

determination of conductivity and UV Spectrophotometer (UV) was used for anions, titration method 

was used to determine for bicarbonate, and other calculation methods were used to analyzed the 

water quality variables (APHA, 1998). These various water quality parameters were calculated and 

classified to determine the suitability of irrigation groundwater quality based on the recommendation of 

(Ayers and Westcot, 1985), (Todd, 1980). The examined irrigation water quality index (IWQI) by using 

Meireles techniques (Meireles et al., 2010). The Inverse Distance Weighted (IDW) method used for 

presenting geo-spatial distribution of supporting parameters and groundwater quality index (Srinivas et 

al., 2013). Groundwater quality parameters were analysed by Karl’s Pearson`s coefficient of 

correlation techniques for standardization of data in SPSS (Alberto et al., 2001). Geo-spatial 

distribution of irrigation water quality index (IWQI) were displayed variation pattern by using 

interpolation techniques from Geo-statistical analyst tools of ArcGIS 10.2 software (Xiao et al., 2016). 

 

3.1. Irrigation Water Quality Index (IWQI) 

 

The application of degraded water quality in irrigation has been the main cause for the decline in the 

quality of soil and the agricultural crops (Ayers and Westcot, 1985). The concept of indices to 

represent gradations in water quality was first proposed by (Horton, 1965) then the WQI was modified 

by Brown and co-authors (Brown et al., 1972). Similarly, Meireles were prepared a water quality index 

for irrigation purpose by using water quality parameters (Meireles et al., 2010); such as mention in 

(Table 1). It is known as Irrigation Water Quality Index (IWQI). Several methods of calculation have 

been put into exercise to current a precise assessment of water quality (Zahedi, 2017; Al-mussawi, 

2016; Abbasnia et al., 2018 and Gidey, 2018) were investigated IWQI by similar techniques and 

presented outcomes by GIS-integrated technique on the base of the combination of the five different 

classes of irrigation water quality parameters (Meireles et al., 2010). 

 

Table 1: Irrigation water quality index characteristics (Maireles et al., 2010) 

 

IWQI Water use restrictions 
Recommendation 

Soil Plant 

85 ≤100 
No restriction 

(NR) 

May be used for most of soils 

with low probability of causing 

salinity and sodicity problems, 

being recommended leaching 

within irrigation practices, 

except for in soils with 

extremely low permeability. 

No toxicity risk for most plants 

70 ≤85 
Low restriction 

(LR) 

Recommended for use in 

irrigated soils with light texture 

or moderate permeability, 

being recommended salt 

leaching. Soil sodicity in heavy 

texture soils may occur, being 

recommended to avoid its use 

in soils with high clay levels 

2:1. 

Avoid salt sensitive plants 

55 ≤70 Moderate restriction (MR) 

May be used in soils with 

moderate to high permeability 

values, being suggested 

moderate leaching of salts. 

Plants with moderate tolerance 

to salts may be grown 

40 ≤55 
High restriction 

(HR) 

May be used in soils with high 

permeability without compact 

layers. High frequency 

irrigation schedule should be 

Should be used for irrigation of 

plants  

with moderate to high tolerance 

to salts with special salinity 
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adopted for water with EC 

above 2.000 dS/m-1 and SAR 

above 7.0. 

control practices, except water 

with low Na, Cl and HCO3 

values 

0 ≤40 Severe restriction (SR) 

Should be avoided its use for 

irrigation under normal 

conditions. In special cases,  

may be used occasionally. 

Water with low salt levels and 

high SAR require gypsum 

application. In high saline 

content water soils must have 

high permeability, and excess 

water should be applied to 

avoid salt accumulation. 

Only plants with high salt 

tolerance, except for waters with 

extremely low values of Na, Cl 

and HCO3. 

 

3.2. Computation of Irrigation Water Quality Index (IWQI) 

 

The irrigation water quality index (IWQI) proposed in this study was formulated in two stages. In the 

first stage, parameters that contribute to most variability in irrigation water quality was recognized 

using Principal Components and Factor Analysis (PC/FA) as defined in SPSS (Alberto et al., 2001). In 

the second stage, a meaning of quality measurement values (qi) and aggregation weights (wi) was 

established.  

 

Table 2: Weight for the IWQI parameters (Maireles et al., 2010) 

 

Parameters Wi 

Electrical Conductivity (EC) 0.211 

Sodium (Na) 0.204 

Bicarbonate (HCO3) 0.202 

Chloride (Cl) 0.194 

Sodium Absorption Ration (SAR) 0.189 

Total 1.0000 

 

Values of (qi) was assessed based on each parameter value, according to irrigation water quality 

parameters projected by the University of California Committee of Consultants - UCCC and by the 

criteria recognized by (Ayers and Westcot, 1985), shown in (Table 3). 

 

Table 3: Parameter limiting values for quality measurement (qi) calculation (Ayers and Westcot, 1994) 

 

qi 
EC  SAR Na Cl HCO3 

µS/cm meq/l meq/l meq/l meq/l 

85 - 100 200 - 750 2 ≤ SAR < 3 2 ≤ Na < 3 1 ≤ Cl < 4 1 ≤ HNO3 < 1.5 

60 - 85 750 - 1500  3 ≤ SAR < 6 3 ≤ Na < 6 4 ≤ Cl < 7 1.5 ≤ HNO3 < 4.5 

35 - 60 1500 - 3000 6 ≤ SAR < 12 6 ≤ Na < 9 7 ≤ Cl < 10 4.5 ≤ HNO3 < 8.5 

00 - 35  

EC < 200  

OR 

EC ≥ 3000 

SAR < 2  

OR  

SAR ≥ 12 

Na < 2  

OR  

Na ≥ 9 

Cl < 1  

OR  

CL ≥ 10 

HNO3 < 1  

OR  

HNO3 ≥ 8.5 

 

Irrigation water quality parameters were represented by a non-dimensional number; the higher the 

value, the better the quality water. Values of qi were calculated using the equation 2, based on the 

tolerance limits shown in (Table 3) and water quality results determined in laboratory: 

 

                                 Eq.- 2 
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Where;  

 

qimax = The maximum value of qi for the class; 

Xij = The observed value for the parameter;  

Xinf = The corresponding value to the lower limit of the class to which the parameter belongs; 

qiamp = The class amplitude;  

Xamp = The class amplitude to which the parameter belongs.  

 

In order; to evaluate xamp, of the last class of each parameter, the upper limit was the highest value 

determined in the physical-chemical and chemical analysis of the water samples. Each parameter 

weight used in the WQI was obtained from the PC/FA, by the sum of all factors multiplied by the 

explain ability of each parameter. Then wi values were normalized such that their sum equals one, 

according to equation 3. 

 

                                                    Eq. - 3 

 

Where;  

 

wi = The weight of the parameter for the WQI;  

F = Component 1 auto value;  

Aij = the explain ability of parameter i by factor j; 

i = the number of physical, chemical and chemical parameters selected by the model, ranging from 1 

to n;  

j = The number of factors selected in the model, varying from 1 to k.  

 

The water quality index was calculated as:  

 

                                                     Eq. - 4 

 

Where;  

 

WQI is dimensionless parameter ranging from 0 to 100; 

qi = is the quality of the i
th
 parameter, a number from 0 to 100, function of its concentration or 

measurement;  

wi = is the normalized weight of the i
th
 parameter, function of its importance in explaining the global 

variability in water quality. 

 

4. Results and Discussion  

 

Sodium (Na)  

 

Irrigation water containing large amounts of sodium is of special concern due to sodium’s effects on 

the soil and poses a sodium hazard. 

 

Irrigation water covering major volumes of sodium is of special relation due to sodium’s effects on the 

soil particles and arises a sodium hazard in the agriculture field (Fipps, 2003). Saline irrigation waters 

chief in sodium salts limit the potential harvesting of agricultural crops directly impacting physiological 

functions of plants and indirectly reducing the soil properties (Rengasamy, 1987). Irrigation water has 

high sodium (Na) content can bring about a displacement of exchangeable cations calcium and 

magnesium from the clay minerals of the soil, followed by the replacement of the cations by sodium. 

Sodium saturated soil peptizes and loses permeability, so that their fertility and decline suitability for 
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cultivation (Matthess, 1982). The investigated sodium (Na) values of all the ground water samples are 

showed in Table 4 and the results displayed by geo-spatial map [Figure 2 (a)]. The measured sodium 

of all water samples ranges from 1.461 to 8.596 meq/l and the average sodium value is 3.439. The 

upper allowable limit of sodium is less or equal to 9 meq/l for irrigation purpose (Ayers and Westcot, 

1985). 

 

Table 4: Simple statistical investigation of groundwater quality parameters 

 

Parameter Min Max 
Arithmetic 

 mean 
Median Mode 

Quartile  

deviation 

Standard 

deviation 

Na 1.461 8.596 3.439 3.024 #N/A 1.002 1.536 

EC 276.100 1355.000 713.278 767.150 #N/A 195.338 262.802 

Cl 0.336 7.952 2.643 2.434 2.912 0.931 1.837 

HCO3 0.058 0.452 0.251 0.248 0.252 0.037 0.083 

SAR 0.884 4.452 1.852 1.475 #N/A 0.498 0.866 

IWQI 43.229 66.655 58.280 58.577 #N/A 3.700 6.091 

Note: All concentration is noted in meq/l except EC, EC = (μS/cm), # - Not Applicable. 

 

 

 

Figure 2(a): – Geo-spatial distribuation of Sodium. 

 

 
 

Figure 2(b): Geo-spatial distribuation of Electrical Conductivity  
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Figure 2(c): Geo-spatial distribuation of Chloride. 

 

 
 

Figure 2(d): Geo-spatial distribuation of Bicarbonate. 

 

 
 

Figure 2(e): Geo-spatial distribuation of Sodium Absorption Ratio. 
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Electrical Conductivity (EC) 

 

Electrical conductivity is the capability of any medium water to carry an electric current. The 

occurrence of dissolved solids such as calcium, chloride, and magnesium etc. in water samples 

transfer the electric current through water. According to, (Ayers and Westcot, 1985), the maximum 

allowable level of conductivity is 3000 𝜇S/cm. The investigated electrical conductivity values of all the 

ground water samples are mentioned in table 4 and the results displayed by geo-spatial map [Figure 2 

(b)]. The measured electrical conductivity of all water samples ranges between from 276.5 𝜇S/cm to 

1355.0 𝜇S/cm and the average electrical conductivity value is 713.278 𝜇S/cm. The present study 

revealed that, electrical conductivity at all corner of the piedmont plain region is under desirable limits. 

 

Chloride (Cl) 

 

Higher level of chlorides in water can cause problems (Subramani et al., 2005). The content of chloride 

ions in irrigation water increases with the increase of EC and sodium ions. Many plants are sensitive to 

high chloride concentrations and sometimes to high levels of Na in their leaf’s (Miller and Donahue 

1995). In present study area, the chloride content in water samples varies from 0.336 to 7.952 meq/l 

(Table 4) and its geo-spatial distribution map is shown as per [Figure 2 (c)]. The result of the study was 

revealed that, observed chloride values were within standards limit which conclude that, the water is 

appropriate for irrigation in agricultural activity as far as chloride is concerned. 

 

Bicarbonate (HCO3) 

 

Alkalinity is a calculate of the volume of water to nullify a mixed acid. Existence the major element of 

alkalinity, carbonate and bicarbonate ions are normally accountable for high pH values of water 

(Simsek and Gunduz, 2007). Bicarbonates (HCO3) encourage calcium precipitation in the form of 

calcium carbonate (lime) during dry season, resulting in a higher SAR in water (Gupta et al., 1985). 

The observed concentrations for Bicarbonates (Table 4) varies between 0.058 and 0.452 meq/l with an 

average value of 0.251 meq/l and geo-spatial variation of bicarbonate is shown [Figure 2 (d)]. All the 

groundwater samples were exhibit suitability for irrigation in piedmont plain region (Ayers and Westcot, 

1985).  

 

Sodium Absorption Ratio (SAR) 

 

A high sodium ion in irrigation water disturbs the hydraulic conductivity (permeability) of soil and 

makes water infiltration difficulties (Lenntech, 2016). SAR and EC communally can be used to 

estimate irrigation water quality (Vasanthavigar et al., 2010). The water quality features that effect the 

standard rate of infiltration of water are the salinity and the comparative absorptions of sodium, 

magnesium and calcium ions in water that is known as the Sodium Adsorption Ratio (Simsek and 

Gunduz 2007). The SAR value of irrigation water measures the relative amounts of sodium (Na) to 

calcium (Ca) and magnesium (Mg) and is computed by above equation - 1. According to (Ayers and 

Westcot, 1985) table 3 shows that the standard requirement of mentioned parameters with its standard 

limits for defining quality of individual parameters. The calculated values of SAR in groundwater 

samples of the study area were observed between 0.884 to 4.452 meq/l with average value of 1.852 

meq/l. The calculated SAR distribution were shown through the geo-spatial mapping [Figure 2 (e)]. All 

the groundwater samples were fit for irrigation in study region as far as SAR is concerned.  

 

Irrigation Water Quality Index (IWQI) 

 

ArcGIS 10.2 version with Geostatistical Analyst Tools Extension was used to make a spatial 

distribution map of the Irrigation Water Quality Index (IWQI) by weighted overlay model used the 

combination of five thematic water quality maps (Na, EC, Cl, HCO3 and SAR). Calculated IWQI values 

are generally categorised into five types, such as No Restriction (NR), Low Restriction (LR), Moderate 
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Restriction (MR), High Restriction (HR) and Severe Restriction (SR) water uses for agricultural and 

detailed explanation about restriction and recommendation of water has given in table 1 for soil and 

plant (Meireles et al., 2010). Table 5 shows that, the geo-spatial distribution and categories of irrigation 

water quality index (IWQI) in piedmont region. The geo-spatial distribution of several Hydro-chemical 

parameters can be effectively mapped by applying GIS techniques (Srinivas et al., 2013). The result of 

geo-spatial distribution of IWQI showed that 77.78% sample location was moderately restricted, and 

22.22% sample location was highly restricted for irrigation use. Hence, based on above analysis about 

1/4 of the total area coverage was found with highly restriction and 3/4 of the area coverage were 

recorded with moderately restricted for irrigation use with respect to IWQI. Such type of waters will be 

harm to soil quality and agricultural yield loss (Gidey, 2018). In Figure 3 shown that the Geo-spatial 

distribution of Irrigation Water Quality Index in piedmont plain of eastern Khandesh area. 

 

Table 5: Geographical location and categories of irrigation Water Quality Index (IWQI) by maireles 

 

Sample  

No. 

Latitude 

(m) 

Longitude 

(m) 

Altitude 

(m) 

Depth 

(ft) 

Sample 

Location 
IWQIM Category 

1 21.233166667 75.677500000 275 200 Mohrale 55.72 MR 

2 21.250027778 75.114694444 186 160 Ghodgaon 53.51 HR 

3 21.197444444 75.888555556 247 220 Rozoda 65.32 MR 

4 21.077166667 75.844944444 217 300 Duskheda 62.49 MR 

5 21.117916667 75.729944444 208 350 Nimgaon 59.01 MR 

6 21.195166667 75.470055556 189 240 Rukhankhede 52.52 HR 

7 21.177888889 75.634555556 222 120 Sakali 58.84 MR 

8 21.160638889 75.616361111 211 150 Manwel 56.69 MR 

9 21.207527778 75.390222222 193 240 Mangrul 62.93 MR 

10 21.186000000 75.835694444 237 240 Nhavi 61.98 MR 

11 21.189361111 76.031444444 242 255 Nimbol 58.31 MR 

12 21.111555556 75.976305556 231 70 Puri 59.85 MR 

13 21.308416667 76.074666667 289 290 Pimpri 63.00 MR 

14 21.280527778 76.117388889 259 150 Nirul 57.95 MR 

15 21.173555556 75.719972222 224 200 Yaval 62.88 MR 

16 21.205277778 75.674888889 244 150 Korpawali 56.95 MR 

17 21.210222222 75.219444444 181 210 Chahardi 56.47 MR 

18 21.288666667 75.152916667 202 180 Ganpur 62.77 MR 

19 21.173833333 75.342666667 182 160 Wadgaon Sim 66.66 MR 

20 21.235944444 76.088611111 243 120 Morgaon 64.78 MR 

21 21.141166667 75.888194444 225 250 Sawada 57.60 MR 

22 21.222472222 75.458638889 204 230 Adawad 64.28 MR 

23 21.199551111 75.954468333 237 265 Vadgaon 45.55 HR 

24 21.222512778 75.930954167 243 275 Kumbharkhede 47.44 HR 

25 21.145416667 75.939111111 239 230 Dasnoor 57.89 MR 

26 21.199388889 75.066861111 165 140 Wadode 63.56 MR 

27 21.131333333 76.007444444 231 115 Dhamodi 60.03 MR 

28 21.316666667 75.286138889 256 310 Warad 65.54 MR 

29 21.163777778 75.233055556 176 180 Nimgavhan 50.65 HR 

30 21.186500000 75.782583333 239 220 Hingona 55.03 MR 

31 21.295722222 75.347416667 245 200 Virwade 65.14 MR 

32 21.306805556 75.222083333 242 270 Chaugaon 66.50 MR 

33 21.118691389 75.796996111 217 170 Padalse 50.60 HR 

34 21.150777778 75.545194444 201 250 Kolnhavi 56.83 MR 

35 21.356527778 75.904527778 398 450 Pal 43.23 HR 

36 21.180194444 75.558527778 199 200 Dongaon 49.59 HR 
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Figure 3: Geo-spatial distribution of Irrigation Water Quality Index 

 

Statistical Investigation 

 

The SPSS (version 17), a statistical software package were used for computing inter parameters 

relationships and chief element study of the database (Tiwari et al., 2017). Statistical investigation is 

an essential method used to process large volumes of quantitative data and expressing normal 

tendencies (Wang et al., 2013). This investigation attempts to establish the nature of the relationship 

among the water quality parameters and IWQI (Alberto et al., 2001). The computed simple statistic 

and correlation matrix of the 6 measured parameters is mentioned in Table 4 & 6. 

 

Table 6: Karl’s Pearson Correlation 

 

N = 36 Na EC Cl HCO3 SAR IWQI 

Na  
1 0.735** 0.635

**
 0.512

**
 0.923

**
 0.235 

Sig. (2-tailed) 
 

0.000 0.000 0.001 0.000 0.167 

EC 
 0.735** 1 0.835

**
 0.495

**
 0.481

**
 0.250 

Sig. (2-tailed) 0.000 
 

0.000 0.002 0.003 0.141 

Cl  
0.635** 0.835** 1 0.036 0.518

**
 0.174 

Sig. (2-tailed) 0.000 0.000 
 

0.833 0.001 0.310 

HCO3  
0.512** 0.495** 0.036 1 0.279 0.131 

Sig. (2-tailed) 0.001 0.002 0.833 
 

0.099 0.445 

SAR 
 0.923** 0.481** 0.518

**
 0.279 1 0.174 

Sig. (2-tailed) 0.000 0.003 0.001 0.099 
 

0.309 

IWQI  
0.235 0.250 0.174 0.131 0.174 1 

Sig. (2-tailed) 0.167 0.141 0.310 0.445 0.309 
 

** Correlation is significant at the 0.01 level (2-tailed). 

 

5. Conclusion  

 

In the present investigation, the data of thirty-six groundwater samples was generated using standard 

methods for testing Meireles Irrigation Water Quality Index (MIWQI) model. The present study 

revealed that, the values observed for Electrical Conductivity (EC), Sodium (Na) Bicarbonate (HCO3), 

Chloride (Cl), Magnesium (Mg), Calcium (Ca) and Sodium Absorption Ratio (SAR) were found well 

below prescribed limits for irrigation water. The computed values of Irrigation Water Quality Index 

(IWQI) exhibits that, ¾ part of study area has found moderately restricted and ¼ part of study region 
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has recorded highly restricted for soil and growing plants based on IWQI. The results of geo-spatial 

distribution of IWQI showed that, the major restrictions were observed at Pal village from Northern part 

whereas minor restriction were found at all remaining part of the study area. The overall trends of 

increasing restrictions were observed from western to eastern part of piedmont plain of Jalgaon 

district. Hence, the above results conclude that, intensive agriculture by over use of inorganic fertiliser; 

pesticides, high depth water, polluted drain water and improper irrigation practices were posed a 

serious threat to groundwater quality in agricultural areas of piedmont plain of Jalgaon district. 
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Abstract The aim of present study is to investigate morphometric analysis of Mun river basin in 

Thailand. The drainage parameters performed such as linear, aerial and relief aspects of 23 sub 

watersheds in the concentrated area. The analysis shows that watershed conatins 6611 drainage 

segments and stream order from I to VII. From that 5275 segments are comes under I order stream, 

1025 are II order, 235 are in III order, 57 are IV order, 16 are in V order, 2 and 1 segments are comes 

under VI and VII order, respectively. The total stream length of Mun river basin is 40353.8 km. The 

majority of  basin contains the bifurcation ratio value is >5. This indicates that geologically hard rock 

terrain, less infiltration and high flash flood. This analysis helps to better understanding the 

management and planning activities in study area . 

Keywords Arc GIS; Morphometry; Linear aspect; Aerial aspect and Relief aspect 

 

1. Introduction 

 

It is a tool for measuring Morphometric, mathematical analysis of the configuration of the earth’s 

surface, form, and dimensions of its landforms (Clarke,1966). This examination provides a 

quantitative explanation of the basin geometry to grab initial slope or inequalities within the rock 

hardness, structural controls, recent geologic process and geomorphic history of the basin (Strahler, 

1964). The current investigation deals with the fluvialmorphometry, which includes the consideration 

of linear, aerial and relief aspects of the Sub-watersheds. The study area has been divided into 23 

sub-watersheds. GIS techniques are used for assessing various terrain and morphometric 

parameters of the watershed, as they provide a flexible environment and a powerful tool for the 

manipulation and analysis of abstraction data significantly for the feature identification and also the 

extraction of knowledge for higher understanding. 

 

1.1. The Study Area 

 

Mun river basin is located between 15°19′14″N latitude and 105°30′29″E longitude, 15°19′14″N latitude 

and 105°30′29″E longitude. The river begins in the Khao Yai National Park area of the Sankamphaeng 

Range, near Nakhon Ratchasima in the northeast (Isan) of Thailand. It flows east through the Khorat 

Plateau in southernIsan (Buriram, Surin and Sisaketprovinces) for 750 kilometres, until it joins the 
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Mekong at Khong Chiam in Ubon Ratchathani. The Mun River's main tributary is the Chi River, which 

joins it in Kanthararom district of Sisaket province. For the present study, as a preparatory work of 

Thailand Toposheet numbers ND 47-4, ND-8, ND 48-1, ND 48-2, ND 48-3, ND 48-5, ND 48-6, ND 48-

7, NE 47-12, NE 47-16, NE 48-9, NE 48-10, NE 48-13 and NE 48-14 with the scale of 1:250,000 were 

used for preparing base map. Area of the basin is 116226 km² (Figure 1). 

 

In 1994, The National Economic and Social Development Board (NESDB) commissioned a study on 

water availability in all of Thailand’s river basins. The studies were based on the Royal Irrigation 

Department’s (RID) classification of river basins in Thailand, which divides the country into 25 river 

basins. This classification, however, is based on both hydrological and administrative boundaries and 

as Alford (1994) pointed out, on the eight natural basins which are totally within Thailand. With the Chi 

river emptying in to the Mun river near Ubon Ratchathani, some 100 km upstream of the confluence 

with the Mekong river, the two river systems are split by RIDs classification, though the river system 

that lies within Thai territory would actually be the Mun basin with its largest tributary as the Chi river. 

As the largest tributary to the Mekong river and the very core of regional planning effort we will 

consider the Mun basin (in Alford’s sense), denoted here as the Chi-Mun river basin. 

 

2. Materials and Methods 

 

The general purpose of this analysis of watershed, from a Survey of India, toposheet on 1:2,50,000 

scale have been used for preparation maps like base map and drainage network map of the 

watershed and demarcate the 23 sub-watershed in the concentrated area based on the elevation, 

slope and outlet points. The numbers were given in the Figure 2. The watersheds have been digitized 

through the ArcGIS Software 10.1 and calculated the stream orders, which was proposed by Strahler 

(1952). The various Quantitative morphometric analysis was carried out in 23 micro-watersheds 

separately for assessing their linear, areal and relief aspects. 

 

Figure 1: Study area 
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Figure 2: Sub-watershed and steam orders 

 

Table 1: Methodology adopted for computations of morphometric parameters 

 

Morphometric Parameters Formula Reference 

I. Linear Aspects 

Stream Order Hierarchical rank of streams Strahler (1952) 

Bifurcation Ratio (Rb) 

Rb=Nu/Nu+1 

Nu=Total no. of stream segments of order “u’ 

Nu+1= Number of segments of the next higher 

order 

Schumm (1956) 

Mean Bifurcation Ratio (Rbm) Rbm= Average of Bifurcation ratios of all orders Strahler (1957) 

Stream Length (Lu) Length of the stream (Km) Horton (1945) 

Mean Stream Length (Lsm) 

Lsm=Lu/Nu 

Lu=Total stream length of order ‘u’ 

Lu-1=Total stream length of its next lower order 

Horton (1945) 

Stream Length Ratio (Rl) 

Rl= Lu/Lu-1 

Lu=Total stream length of the order ‘u’ 

Lu-1=Total stream length of its next lower order 

Horton (1945) 

II. Areal Aspect 

Drainage Density (Dd) 

Dd=Lu/A 

Lu=Total stream length of all orders (Km) 

A=Area of the Basin (Km
2
) 

Horton (1945) 

Texture Ratio (Rt) 

T=Nu/P 

Nu=Total no. of streams of all orders 

P=Perimeter(Km) 

Smith (1950) 

Stream Frequency (Fs) 

Fs= Nu/A 

Nu= Total no. of streams of all orders 

A=Area of the Basin (Km
2
) 

Horton (1945) 

Form Factor (Ff) 
Ff=A/Lb

2 

A=Area of the Basin (Km
2
) 

Horton (1932) 
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Lb
2
= Square of the basin length (m) 

Elongation Ratio (Re) 

Re=2√(A/Pi)/Lb 

A= Area of the Basin (Km
2
), Pi=3.14 

Lb=Basin length (m) 

Schumm (1956) 

Circularity Ratio (Rc) 

Rc=4*Pi *A/P
2 

A= Area of the Basin (Km
2
), Pi=3.14 

P
2 =

Square of the perimeter (Km) 

Miller (1953) 

Length of Overland Flow (Lg) 

Lg=1/D*2 

Lg=Length of overland flow 

Dd=Drainage density 

Horton (1945) 

III. Relief Aspects 

Relative Relief (R) (or) 

Basin Relief (Bh) 

R = H-h 

H=Maximum height (m) 

h=Minimum height (m) 

Strahler (1952) 

Relief Ratio (Rh) 

Rh= R/Lb 

R= Relative relief (m) 

Lb= Basin length (m) 

Schumm (1956) 

 

The morphometric analysis of a drainage basin and its drainage network can be better achieved 

through the latest technologies like GIS, since conventional measurement of these parameters is 

laborious and cumbersome. The methodology adopted for the computation of morphometric 

parameters given in Table 1. 

 

3. Results and Discussion 

 

In the present study, the morphometric parameters such as linear, areal and relief aspects for the 

delineated sub-watersheds are calculated based on formulas suggested by various workers and the 

results are discussed below. 

 

Linear Aspects 

 

Linear aspects of the basin are related to the channel patterns of the drainage network wherein the 

topological characteristics of the stream segment in terms of open links of the network, which consists 

of all of the segment of stream of a particular river, is reduced to the level of graphs, where stream 

junctions act as points (nodes) and streams, which connect the points (junctions) become links or lines 

wherein the numbers in all segments are counted, their hierarchical orders are determined, the length 

of all stream segments are measured and their different interrelationship are studied. The nature of 

flow paths in in terms of sinuosity is equally important in the study of linear aspects of the drainage 

basins. Thus, the linear aspect includes the discussion and analysis of stream order (µ), stream 

number (nµ), bifurcation ratio (Rb), stream lengths (Lµ), length ratio (Rᶫ), length of overland flow (Lᵍ), 

sinuosity indices etc. 

 

Stream Order 

 

The designation of stream orders in the first step in drainage basin analysis based on a hierarchic 

ranking of streams. In the present study, ranking of streams has been carried out basin on the method 

proposed by Strahler (1964). According to him “each finger-tip channel is designated as segment of 1
st
 

order. At the junction of any two 1
st
 order segments, a channel of 2

nd
 order is produced and extends 

down to the point, where it joins another 2
nd

 order segments whereupon a segment of 3
rd

 results and 

so forth”. These streams may have additional stream segments of lower orders than their own order 
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and thus these do not affect the classification (Figure 1). It may be mentioned that the hierarchical 

order increases only when two stream segments of equal meet and form a junction. The order does 

not increase if a lower order stream segment meets a stream segment of high order. 

 

The entire basin consists 6611 segments of river in the range of stream order I to VII. Out of which 

5275 segments are comes under I order stream, 1025 are II order, 235 are in III order, 57 are IV order, 

16 are in V order, 2 and 1 segments are comes under VI and VII order respectively. 

 

Taking into sub watershed individually seven and eight sub-watershed consist above 500 stream 

segments, 2,12,16,17 and 23 sub watersheds are consist above 400 stream segments, 6 and 13 sub-

watersheds are consist above 300 stream segments, 1,3,4,5,9,15 and 18 sub watersheds are consist 

above 200 stream segments, 10,11,14,19,20, and sub-watersheds are consist of above 100 stream 

segments and 22 sub watershed is consist below 100 stream segments. The sub-watersheds with 

higher no of stream segments are characterized by bigger watershed area.  

 

Table 2: Stream order and stream length of mun river basin 

 

 

 

 

 

Sub-Watersheds Number of Streams (Nu) Stream Length in Km (Lu) 

 
I II III IV V VI VII Total I II III IV V VI VII Total 

1 186 42 9 2 1 - - 239 718.5 229.2 109.5 20 105.9 - - 1183.1 

2 369 72 15 3 1 - - 460 1442.2 385.3 180.6 126.1 160.8 - - 2295.0 

3 170 35 8 3 1 - - 217 698.8 216.2 94 149.8 107.2 - - 1266.3 

4 164 29 6 2 1 - - 202 443 179.1 185 69.1 84.4 - - 960.6 

5 218 26 8 3 1 - - 256 489.8 168.4 113.6 102.4 171.1 - - 1045.3 

6 232 50 14 4 1 - - 301 739.4 358.4 245.6 40.6 156.7 - - 1540.7 

7 401 75 20 4 1 - - 501 1370.2 384.3 288.4 196.5 199.6 - - 2439.0 

8 427 102 25 5 3 - - 562 1620.5 622 254.1 493.2 334.6 - - 3324.4 

9 169 36 8 2 - - - 215 927 326.3 263.5 267.1 - - - 1783.9 

10 108 32 5 2 - - - 147 580.6 241.1 122.1 122.2 - - - 1066.0 

11 151 35 6 1 - - - 193 752.7 265 137.7 120.4 - - - 1275.8 

12 359 65 16 4 1 - - 445 1393.3 534.5 288.5 137.5 428.3 - - 2782.1 

13 256 59 11 2 1 - - 329 1303.5 443.3 160.5 370.7 105.8 - - 2383.8 

14 118 31 8 3 - - - 160 619.5 177.2 100.8 139.8 - - - 1037.3 

15 202 47 8 5 2 - - 264 828.3 226 151.9 117.9 179.9 - - 1504.0 

16 394 50 11 1 - 1 - 457 1619.3 450.8 219.7 33.7 - 775 - 3098.5 

17 395 81 17 4 1 - - 498 1555.6 587.5 307.2 40.7 276 - - 2767.0 

18 246 44 6 2 1 - - 299 1062.7 374.6 124.7 160.5 49.5 - - 1772.0 

19 89 12 13 1 - - - 115 435.3 135.1 118.2 182.8 - - - 871.4 

20 120 29 9 3 1 - - 162 626.3 301.2 172.9 241.6 36.9 - - 1378.9 

21 110 23 2 - - - 1 136 533.9 196.2 79.1 - - - 118.1 927.3 

22 43 12 2 1 - - - 58 355.4 184.1 26.5 165.4 - - - 731.4 

23 354 40 8 3 1 1 - 407 1218.8 361 239.7 216.1 295.1 589.3 - 2920.0 
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Stream Length 

 

The numbers of streams of various orders in watershed are counted and their lengths from mouth to 

drainage divided are measured with the help of GIS software’s, (Table 2) the stream length (Lu) has 

been computed based on the law proposed by Horton (1945) for all the 23 sub watersheds (Table 1). 

Generally, the total length stream segments are maximum in first order streams and decreases as the 

stream order increases. 

 

The total stream length of Mun river basin is about 40353.8 km of which first order stream length is 

about 21334.6 km. The second order stream length is 7346.8 km. The third order stream length is 

3983.8 km. The fourth order stream length is 3514.1 km. The fifth order stream length is 2691.8 km. 

The sixth order stream length is 1364.3 km. and the seventh order stream length is 118.1 km. 

 

The large sub-watershed such as, sub watershed 8, 16, 23, 12 and 17 are compressing the total 

stream lengths of 3324.4, 3098.5, 2920, 2782.1 and 2767 km are respectively. Obviously, the lesser 

total stream length is observed in the watershed of lesser area. Higher of I order stream segments are 

notably observed in sub watershed 8, 16, 17, 2, 12, 7,13, 23 and 18. Whereas in II order, the stream 

lengths are higher in sub watershed such as, Sub watershed 8, 17, 12, 16 and 13. Generally, the total 

length of stream segments is maximum in first order streams and decreases as the stream order 

increases. 

 

Mean Stream Length 

 

According to Strahler (1964), the mean stream length is a characteristics property related to the 

drainage network and is associated surface. The mean stream length (Lsm) has been calculated by 

dividing the total stream length of order ‘u’ and number of stream length of order ‘u’ (Table 1) it is 

noted from (Table 3) that Lsm varies from 4.08 to 12.61 and Lsm of any given order is greater than 

that of the higher order, this might be due variations in slope and topography. 

 

Stream Length Ratio 

 

Stream length ratio (RL) may be defined as the ratio of the mean stream length of the one order to the 

next lower order of stream segment (Table 1) Horton’s law (1945) of stream length states that stream 

length segments of each of the successive orders of a basin tends to approximate a direct geometric 

series with streams length increasing towards higher of streams. 

 

Table 3: Mean stream length and stream length ratio of various sub-watersheds 

 

Mean stream length in km (Lsm) Stream length ratio (Rl) 

S.No. I II III IV V VI VII Lsm II/I III/II IV/III V/IV VI/V VII/VI Average 

1 718.5 229.2 109.5 20 105.9 0 0 4.95 0.31 0.47 0.18 5.29 0 0 1.04 

2 1442.2 385.3 180.6 126.1 160.8 0 0 4.98 0.26 0.46 0.69 1.27 0 0 0.44 

3 698.8 216.2 94 149.8 107.2 0 0 5.83 0.3 0.43 1.59 0.71 0 0 0.5 

4 443 179.1 185 69.1 84.4 0 0 4.75 0.4 1.03 0.37 1.22 0 0 0.5 

5 489.8 168.4 113.6 102.4 171.1 0 0 4.08 0.34 0.67 0.9 1.67 0 0 0.59 

6 739.4 358.4 245.6 40.6 156.7 0 0 5.11 0.48 0.68 0.16 3.85 0 0 0.86 

7 1370.2 384.3 288.4 196.5 199.6 0 0 4.86 0.28 0.75 0.68 1.01 0 0 0.45 

8 1620.5 622 254.1 493.2 334.6 0 0 5.91 0.38 0.4 1.94 0.67 0 0 0.56 
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9 927 326.3 263.5 267.1 0 0 0 8.29 0.35 0.8 1.01 0 0 0 0.36 

10 580.6 241.1 122.1 122.2 0 0 0 7.25 0.41 0.5 1 0 0 0 0.31 

11 752.7 265 137.7 120.4 0 0 0 6.61 0.35 0.51 0.87 0 0 0 0.28 

12 1393.3 534.5 288.5 137.5 428.3 0 0 6.25 0.38 0.53 0.47 3.11 0 0 0.74 

13 1303.5 443.3 160.5 370.7 105.8 0 0 7.24 0.34 0.36 2.3 0.28 0 0 0.54 

14 619.5 177.2 100.8 139.8 0 0 0 6.48 0.28 0.56 1.38 0 0 0 0.37 

15 828.3 226 151.9 117.9 179.9 0 0 5.69 0.27 0.67 0.77 1.52 0 0 0.53 

16 1619.3 450.8 219.7 33.7 0 775 0 6.78 0.27 0.48 0.15 0 22.99 0 3.98 

17 1555.6 587.5 307.2 40.7 276 0 0 5.55 0.37 0.52 0.13 6.78 0 0 1.3 

18 1062.7 374.6 124.7 160.5 49.5 0 0 5.92 0.35 0.33 1.28 0.3 0 0 0.37 

19 435.3 135.1 118.2 182.8 0 0 0 7.57 0.31 0.87 1.54 0 0 0 0.45 

20 626.3 301.2 172.9 241.6 36.9 0 0 8.51 0.48 0.57 1.39 0.15 0 0 0.43 

21 533.9 196.2 79.1 0 0 0 118.1 6.81 0.36 0.4 
 

0 0 1.49 0.45 

22 355.4 184.1 26.5 165.4 0 0 0 12.61 0.51 0.14 6.24 0 0 0 1.14 

23 1218.8 361 239.7 216.1 295.1 589.3 0 7.17 0.29 0.66 0.9 1.36 1.99 0 0.86 

 

Bifurcation and Mean Bifurcation Ratio (Rb and Rbm) 

 

The term bifurcation ratio (Rb) may be defined as the ratio of the number of stream segments of given 

order to the number of segments of the next higher order (Schumm, 1956). Strahler (1957) 

demonstrated that bifurcation ratio shows a small range of variation for different environmental except 

where the powerful geological control dominates. 

 

Table 4: Bifurcation ratio of various sub watersheds of Mun river basin 

 

 Number of streams (Nu) Bifurcation Ratio (Rb) 

S.No. I II III IV V VI VII Total RB1 RB2 RB3 RB4 RB5 RB6 Rbm S.No. I 

1 186 42 9 2 1 - - 239 4.42 4.66 4.5 2 0 0 2.60 1 186 

2 369 72 15 3 1 - - 460 5.12 4.8 5 3 0 0 2.99 2 369 

3 170 35 8 3 1 - - 217 4.85 4.37 2.66 3 0 0 2.48 3 170 

4 164 29 6 2 1 - - 202 5.65 4.83 3 2 0 0 2.58 4 164 

5 218 26 8 3 1 - - 256 8.38 3.25 2.66 3 0 0 2.88 5 218 

6 232 50 14 4 1 - - 301 4.64 3.57 3.5 4 0 0 2.62 6 232 

7 401 75 20 4 1 - - 501 5.34 3.75 5 4 0 0 3.02 7 401 

8 427 102 25 5 3 - - 562 4.18 4.8 5 1.66 0 0 2.61 8 427 

9 169 36 8 2 - - - 215 4.69 4.5 4 0 0 0 2.20 9 169 

10 108 32 5 2 - - - 147 3.37 6.4 2.5 0 0 0 2.05 10 108 

11 151 35 6 1 - - - 193 4.31 5.83 6 0 0 0 2.69 11 151 

12 359 65 16 4 1 - - 445 5.52 4.06 4 4 0 0 2.93 12 359 

13 256 59 11 2 1 - - 329 4.33 5.36 5.5 2 0 0 2.87 13 256 

14 118 31 8 3 - - - 160 3.8 3.87 2.66 0 0 0 2.40 14 118 

15 202 47 8 5 2 - - 264 4.29 5.87 1.6 2 0 0 2.29 15 202 

16 394 50 11 1 - 1 - 457 7.88 4.54 11 0 1 0 4.07 16 394 

17 395 81 17 4 1 - - 498 4.87 4.76 4.25 4 0 0 2.98 17 395 

18 246 44 6 2 1 - - 299 5.59 7.33 3 2 0 0 2.99 18 246 

19 89 12 13 1 - - - 115 7.41 0.92 1 0 0 0 1.56 19 89 

20 120 29 9 3 1 - - 162 4.13 3.22 3 3 0 0 2.23 20 120 

21 110 23 2 - - - 1 136 4.78 11.5 0 0 0 2 3.05 21 110 
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22 43 12 2 1 - - - 58 3.58 6 2 0 0 0 1.93 22 43 

23 354 40 8 3 1 1 - 407 8.85 5 2.66 3 1 0 3.42 23 354 

Ave.         5.21 4.92 3.67 1.85 0.09 0.09 2.67 Ave.  

 

The mean bifurcation ratio (Rbm) may be defined as the average of bifurcation ratio of all orders 

(Strahler, 1957). The Mun river basin the higher mean bifurcation ratio has been observed for the sub 

watershed 11, 15 and 21. 

 

Mean bifurcation shows stable trends in a region of uniform geological structure and lithologies but 

they show variable trends over varying geological structures, (Sing et al., 1984) have remarked that 

“geological structure and associated lithologies do not cause significant variations in bifurcation ratios 

and this observation holds parity with the conclusions of (Miller, 1953)”. 

 

Horton (1945) classified the mean bifurcation ratio into two classes: 0 to 2 flat or rolling basin; 3 to 4 

mountainous or hilly regions. 

 

 
 

Figure 3: Linear aspect – mun river basin 

 

“Mean bifurcation ratios register very small variation from region to region irrespective of structural 

control” (Savindra Sing et al., 1894). Fallowing strahler it may be postulated that mean bifurcation 

ratios show small variation from one region to another and such variations may be ascribed to chance 

variations. 

 

The Mean bifurcation ratio (Rbm) of entire basin have identified as 2.67 whereas the Mean bifurcation 

ratio (Rbm) values of the 23 sub watersheds have varied between 1.56 to 4.07 notably the average 

basins bifurcation ratio of each stream order doesn’t possess any greater variations. Table 4 reveals 

sub watershed 3, 9, 10, 14, 15, 19, 20 and 22 are identified with the mean bifurcation ratio values of 

less than 2.5 and these sub watersheds are observed with the soil types of Palaviduthi or Aeolian or 

Vyologam, geological these sub watersheds are identified with either silliminate or recent alluvium.  
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Areal Aspect 

 

The areal aspect of the drainage basin include the study of basin perimeter, geometry of closed links 

i.e. basin shape, law of basin area, law of allometric growth, stream frequency, drainage density, 

drainage texture, form factor, elongation ratio, and circularity ratio etc. 

 

Basin Area 

 

Basin area is very important Morphometric attribute as it is related to the spatial distribution of a 

number of significant attributes such as drainage density, stream frequency, drainage texture, slopes 

absolute and relative reliefs, dissection index etc. The drainage area is delineated on the basis of 

water divides and the areas of all stream segments of each order. All of the ground surface, which 

directly feeds the first order basins. The area of second order stream segments include the area of first 

order segments plus the areas of inter-basins, which are triangular patches of ground surfaces 

contributing directly to the second order segments. The same principle works for all the increasing 

successive order segments (Sing and Srivasava, 1974). Thus, the basin area becomes automatically 

cumulative from the first order to the successive higher orders. For the present study area of the sub 

watersheds is 116226 km² notably sub watershed 23, 16, 12, 8, 9 and 7 sub watersheds are the 

highest basin respectively (12316, 11148, 8322, 8172, 6871, and 6246 km²) (Table 5). 

 

Table 5: Basin area, Perimeter, Basin length of the Mun river basin 

 

No. of Sub. Area (sqkms) Perimiter (kms) Length (kms) 

1 2075 290.968 103.54 

2 4838 354.407 122.05 

3 3339 261.936 89.96 

4 3016 268.839 103.17 

5 3731 306.896 115.15 

6 5088 319.568 122.8 

7 6246 447.671 140.39 

8 8172 468.675 125.92 

9 6871 477.351 175.96 

10 2598 270.126 95.86 

11 2952 257.71 85.44 

12 8322 495.377 159.22 

13 5851 436.979 140.1 

14 2657 238.967 85.45 

15 3403 364.021 121.07 

16 11148 873.762 309.54 

17 6503 446.477 159.12 

18 4029 349.418 116.18 

19 2643 348.328 125.81 

20 3565 258.527 78.35 

21 2620 406.497 87.71 

22 4242 330.375 135.72 

23 12316 1141.32 365.48 
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Basin Shape 

 

The geometry of basin shape is a paramount significance as it helps in the description and comparison 

of different forms of the drainage basins and it is also related to the functioning of the units of the 

basins and its genesis. On the average 3 sub-categories of basin shapes have been recognized viz. (i) 

circular, (ii) elongated, and (iii) indented.  

 

Basin Length 

 

Length in a straight line from the mouth of a stream to the farthest point on the drainage dived of its 

basin. The study area has total length of 3163.99 km and the 23 and 16 sub watersheds are the high 

basin length. 

 

Form Factor (Rf) 

 

According to Horton (1932), form factor (Rf) may be defined as the ratio of basin area to square of the 

basin length. With the reference to the Table 6 it is observed than form factor of the entire Mun river 

basin is 0.29. The sub watersheds are 2, 3, 6, 7, 8, 12, 14, 20 and 21 have observed the form factor 

value above 0.3 implies that the sub watersheds are relatively circular in shape, whereas the 

remaining watersheds have observed with less than 0.3 are comes under elongated in shape. 

Particularly sub watershed 23 have registered with the lowest value (0.09) and highly elongated. The 

elongated basin with low form factor indicates that the watershed will have flatter peak of flow for 

longer duration. Flood flows of such elongated basins are easier to manage of the circular basin. 

 

Elongation Ratio (Re) 

 

Schumm (1956) defined elongation ratio (Re) as the ratio between the diameter of the circle of the 

same area as the drainage basin and the maximum length of the basin. In general the values of 

elongation ratio vary from 0.6 to 1.0 over a wide variety of climatic and geological types. Values close 

to 1.0 are typical of regions of very low relief, whereas values in the range 0.6 to 0.8 are usually 

associated with high relief and steep ground slope (Strahler, 1964). 

These values can be grouped in to 3 categories namely: 

i) Circular (>0.9) 

ii) Oval (0.8 to 0.9) 

iii) Less elongated (<0.7) 

 

Elongation ratio of the sub watershed of the study area varies from (0.34 to 0.72) (Table 6). The lowest 

elongation ratio (0.32) in case of sub watershed 8 is indicates high relief (2236 m) and steep slope and 

less elongated in shape. Most of the study area covers the less elongated in shape. Especially the sub 

watershed IX and X are no relief or flat surface and sub watershed 21 and 22 are the circular in shape 

with low relief (191 and 253) and shape. A circular basin is more efficient in the discharge of runoff 

than an elongated basin (Sing, 1997). 

 

Circularity Ratio (Rc) 

 

The circularity ratio was proposed by Miller (1953) as comparison of the basin area with the area of the 

circular having the same perimeter. The circularity ratio is influenced by the length and frequency of 

streams, geological structure, landuse/landcover, climate relief and slope of the basin. In this study 

circularity value varies between 0.03 to 0.67 (Table 6). High circularity ratio values more than 0.4 have 
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observed for the sub watershed 2, 3, 4, 5, 6, 8, 10, 11, 12, 14, 17, 18, 20 and 22 sub watersheds, and 

one can said it is more or less circular and notably characterised by the drainage density between 0.15 

to 0.35 km/sq km. 

 

The remaining watersheds are observed with the circularity value between 0.3 to 0.4 and it can be said 

the sub watersheds are elongated in shape, and the drainage density are in this area are observed 

with either lower density 3.5 to 10.5. Soil, geomorphology, land use and geological formation of this 

area implies no direct relationship with the variations in the circularity ratio. Notably there is a close 

relationship between number of stream and circularity ratio, the higher circularity ratio values are 

usually associated lower number of stream segments and vice versa. 

 

Drainage Density (d) 

 

Drainage density refers total stream lengths per unit area. Horton (1945) defines drainage density as 

ratio of total length of all stream segments in a given drainage basin to the total area of the basin.  

 

The drainage density can classified into five categories (Savindra Sing, 1978). 

 

i) Extremely low drainage density (0 – 0.25 km) 

ii) Low drainage density (0.25 km – 0.35 km) 

iii) Moderate drainage density (0.35 km – 0.4 km) 

iv) High drainage density (0.4 km – 0.45 km) 

v) Very high drainage density (above 0.45 km) 

 

 
 

Figure 4: Aerial aspect – mun river basin 

 

According to Nag (1998) low drainage density generally results in area of highly resistant (or) 

permeable sub soil material, and low relief. High drainage density is the result of weak (or) 

impermeable sub surface material and mountainous relief. Low drainage density leads to coarse 

drainage texture while high density leads to fine drainage texture. 
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The low drainage density of the study area are varies from (0.17 to 0.25) indicating low drainage 

density with low relief ratio of 67m, 162m and 0m respectively coarse drainage texture. Whereas the 

sub watershed 4, 5, 6, 12, 16, 19 and 21 sub watersheds indicating moderate drainage density (0.25 

to 0.35) with high relief 529m, 729m, 2020m, 400m, 938m, 460m, 414m, and 365m respectively and it 

has the coarse to related coarse drainage texture. 

 

Stream Frequency (Fs) 

 

Stream frequency or drainage frequency is the measure of number of stream per unit area (Horton, 

1932). The general categories of the stream frequency are: 

 

 Poor (0.01 to 0.03) 

 Moderate (0.03 to 0.06) 

 High (0.06 to 0.09) 

 Very high (above 0.09) 

 

Sub-watershed 1 comes under the very high stream frequency, sub-watershed 3, 4, 5, 6, 8, 10, 11, 12, 

13, 14, 16, 19, 20 and 21 are comes under the moderate stream frequency, sub-watershed 2, 7, 15, 

17 and 18 are comes under the high stream frequency and the remaining 9, 22 and 23 sub 

watersheds are comes under the poor stream frequency. 

 

Drainage Texture (Rt) 

 

According to Horton (1945) drainage texture is the total number of stream segments of all orders per 

perimeter of that area. It is the one of the important concept of geomorphology which means that the 

relative spacing of drainage lines. Drainage lines are numerous over impermeable areas than 

permeable areas. 

 

Smith (1950) has classified drainage density in to five deferent textures. 

 

 The drainage density less than 2 indicates very coarse 

 The drainage density between 2 to 4 is coarse  

 The drainage density between 4 to 6 is moderate 

 The drainage density between 6 to 8 is fine  

 The drainage density is greater than 8 is very fine  

 

In the present study the drainage density is less than 2, it indicates very coarse drainage texture.  

 

Length of Overland Flow (Lg) 

 

The length of overland flow, considered as a dominant hydrologic and morphometric factor is the mean 

horizontal length of flow path from the divided to the stream in a first order basin and is a measure of 

stream spacing and degree of dissection and approximately one half the reciprocal of the drainage 

density (Brice, 1964). It is the length of water before it gets concentrated into definite stream channels 

(Horton, 1945). 

 

The Figure reveals that the length of overland flow is less in, Sub watershed 1, 2, 10, 11, 15, 17 and 

18 sub watersheds, as drainage density is high in these sub watersheds, when comparing remaining 

sub watersheds. The computed value of length of overland flow for all sub watersheds varies from 

0.87 to 2.94. 
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Table 6: Areal aspects of various sub-watersheds of mun river basin 

 

S.No. 

Area of 

Basin in 

sq.km 

(A) 

Length 

of 

Basin 

in km 

(Lb) 

Perimeter 

in km (P) 

Drainage 

Density 

in km 

(Dd) 

Texture 

Ratio 

(Rt) 

Stream 

Frequency 

(Fs) 

Form 

Factor 

Ratio 

(Ff) 

Elongation 

Ratio (Re) 

Circulatory 

Ratio (Rc) 

Length 

of 

Overland 

flow (Lg) 

1 2075 103.5 290.9 0.57 0.82 0.11 0.19 0.49 0.3 0.87 

2 4838 122 354.4 0.47 1.29 0.09 0.32 0.64 0.48 1.06 

3 3339 89.9 261.9 0.37 0.82 0.06 0.41 0.72 0.61 1.35 

4 3016 103.1 268.8 0.31 0.75 0.06 0.28 0.6 0.52 1.61 

5 3731 115.1 306.8 0.28 0.83 0.06 0.28 0.59 0.49 1.78 

6 5088 122.8 319.5 0.3 0.94 0.05 0.33 0.65 0.62 1.66 

7 6246 140.3 447.6 0.39 1.11 0.08 0.31 0.63 0.39 1.28 

8 8172 125.9 468.6 0.4 1.19 0.06 0.51 0.81 0.46 1.25 

9 6871 175.9 477.3 0.25 0.45 0.03 0.22 0.53 0.37 2 

10 2598 95.8 270.1 0.41 0.54 0.05 0.28 0.6 0.44 1.21 

11 2952 85.4 257.7 0.43 0.74 0.06 0.4 0.71 0.55 1.16 

12 8322 159.2 495.3 0.33 0.89 0.05 0.32 0.64 0.42 1.51 

13 5851 140.1 436.9 0.4 0.75 0.05 0.29 0.61 0.03 1.25 

14 2657 85.4 238.9 0.39 0.66 0.06 0.36 0.68 0.58 1.28 

15 3403 121 364 0.44 0.72 0.07 0.23 0.54 0.32 1.13 

16 11148 309.5 873.7 0.27 0.52 0.04 0.11 0.38 0.18 1.85 

17 6503 159.1 446.4 0.42 1.11 0.07 0.25 0.57 0.4 1.19 

18 4029 116.1 349.4 0.43 0.85 0.07 0.29 0.61 0.41 1.16 

19 2643 125.8 348.3 0.32 0.33 0.04 0.16 0.46 0.27 1.56 

20 3565 78.3 258.5 0.38 0.62 0.04 0.58 0.86 0.67 1.31 

21 2620 87.7 406.4 0.35 0.33 0.05 0.34 0.65 0.19 1.42 

22 4242 135.7 330.3 0.17 0.17 0.01 0.23 0.54 0.48 2.94 

23 12316 365.4 1141.3 0.23 0.35 0.03 0.09 0.34 0.11 2.17 

Average 5053.26 137.52 409.26 0.36 0.72 0.05 0.29 0.6 0.4 1.47 

 

Relief Aspects  

 

The relief aspects of the drainage basins are related to the study of three dimensional features of the 

basin involving area, volume and altitude of vertical dimensions of land forms wherein different 

morphometric methods are used to analysis the terrain characteristics, which are the result of basin 

process. Thus, this aspect includes the analysis of the relationships between area and altitude 

(hypsometric analysis), altitude and slope angle (clinographic analysis), average ground slope, relative 

relief, relief ratio, dissection index, profiles of terrains and the rivers. The stream elevation can be 

estimated from the contour crossings on the topographic sheets. The total drop in elevation from the 

source to the mouth can be found for the elevation from the source to the mouth for the tributaries and 

the horizontal distances can be measured along the channel using a map measures. 

 

Relative Relief 

 

Relative relief also termed as “amplitude available relief” or “local relief” is defining as the difference in 

height between the highest and the lowest points (height) in a unit area. Relative relief is very 

important morphometric variable which is used for the overall assessment of morphological 

characteristics of terrain and degree of dissection (Glock, 1932). 
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Figure 5: Relief aspect – mun river basin 

 

Table 7: Relief aspect of various sub-watersheds in mun river basin 

 

No. of Sub-

Watersheds 

Maximum Height 

(H) 

Minimum Height 

(h) 

Relative Relief 

(R) 

Relief Ratio 

(Rr) 

1 591 150 441 4.26 

2 756 120 636 5.21 

3 698 129 569 6.32 

4 561 134 427 4.14 

5 439 127 312 2.71 

6 440 139 301 2.45 

7 890 161 729 5.19 

8 2236 216 2020 16.04 

9 0 0 0 0 

10 0 0 0 0 

11 1340 940 400 4.68 

12 1250 223 1027 6.45 

13 1250 312 938 6.69 

14 1310 850 460 5.38 

15 650 236 414 3.42 

16 565 123 442 1.42 

17 557 192 365 2.29 

18 492 388 104 0.89 

19 370 128 242 1.92 

20 280 135 145 1.85 

21 259 128 131 1.49 

22 191 124 67 0.49 

23 293 131 162 0.44 

 

The relative relief of sub watersheds of the study area varies from 0m to 2020m. Notably the extremely 

low relative relief (<160m) of the study area of sub watershed 9, 10, 18, 20, 21 and 22, moderately low 

relative relief of the study area is sub watershed 5, 6, 19 and 23, low relative relief 1, 3, 4, 11, 14, 15, 

16 and 17. The remaining sub watershed 2, 7, 13 and 8, 12 are moderately high and high relative 

relief.  
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Relief Ratio 

 

The relief ratio of maximum relief to horizontal distance among the longest dimension of the basin 

parallel to the principle drainage line is termed as relief ratio (Schumm, 1956). According to him there 

is direct relationship between the relief and channel gradient, there is also a correlation between 

hydrological characteristics and the relief ratio of a drainage basin. 

 

The relief ratio normally increases with decreasing area and size of sub watersheds of a drainage 

basin (Gottschalk, 1964). Notably sub watershed 9, 10, 18, 22 and 23 are the larger sub watersheds 

observed with lower relief ratio of less than 0.90 respectively. Sub watershed 8 is the lower observed 

with higher relief ratio (above 7.00). 

 

4. Conclusion 

 

In over all, the mun river basin contains the 23 sub-watersheds, 6611 drainage segments and contains  

I to VII stream orders. In that 5275 segments are comes under I order stream, 1025 are II order, 235 

are in III order, 57 are IV order, 16 are in V order, 2 and 1 segments are comes under VI and VII order, 

respectively. The total stream length of Mum river basin is 40353.8 km. The majority of basin contains 

the bifurcation ratio value is >5. This indicates that geologically mountanious terrain, less infiltration 

and high flash flood. This analysis helps to better understanding the management and planning 

activities in study area. 
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Abstract Surface water is one of the essential natural resource which support the eco-system to 

provide a suitable habitat to many living organisms. Monitoring of surface water gives a valuable 

information to evaluate the water quality problems. The objective of the present study is to evaluate 

status of surface water quality using drinking water quality index method and spatial distribution 

techniques using GIS and satellite images of Erandol area (Maharashtra, India). The integrated water 

samples were collected from different locations and analyzed for 13 physico-chemical characteristics 

which were compared with the BIS permissible limits. The WQI were calculated by using standard 

methods of CCMEWQI and WAWQI. The geospatial tools like high resolution multispectral remote 

sensing data (RESOURCESAT-2, LISS IV), GIS software, and GPS were used to perform the spatial 

distribution analysis using different water quality parameters. The CCMEWQI and WAWQI method 

indicated that the both 74% of water samples were found to be in good water quality whereas 22% and 

16% of fair to poor water quality respectively. The remaining samples exhibit marginal to very poor 

water quality. As per WAWQI, 5% of samples found to be unsuitable for drinking and fish culture 

purpose during monsoon, winter and summer season. The decline in water quality was due to various 

anthropogenic activities including discharge of untreated sewage, enrichment of water sources through 

surface runoff and traditional methods of irrigation, and overuse of pesticides and inorganic fertilizer. 

Keywords Remote sensing and GIS; Spatial distribution; Surface water; Water quality index 

 

1. Introduction  

 

Water is the very essential component for the growth of human, agriculture, and industry (Gupta et al., 

2017). In the last decades, the industrial development and urbanization are the big causes for 

deteriorating rural and urban water quality and ultimately its effect on to the aquatic environment 

(Simsek and Gunduz, 2007). Deterioration and shortage of water are both affecting the water 

reservoirs, it results in decreasing of ecological functions (Sherrard and Erskine, 1991). The national 

and international agencies such as WHO, CPCB, BIS, ICMRI has stated that the water quality is about 

70% in India is polluted due to discharge of industrial and domestic wastewater in to the natural stream 

and because of these pollutions the water quality is too poor for the consumption (Ramakrishnaiah et 

al., 2009; Jindal and Sharma, 2011). The excess amount of presence of fluorides is led to 66 million 
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peoples in 22 states at risk and over 10 million peoples at risk due to the arsenic in the 06 states of 

India (Nickson et al., 2007). Hence, proper water quality assessment is very important to the utilization 

of surface water for domestics as well as flourishing aquatic life (Li et al., 2009). Assessment of water 

quality by using various scientific methods for the physicochemical and biological parameters has 

been reported in the different international kinds of literature (Avvannavar and Shrihari, 2008; Shin et 

al., 2014; Satyanarayanan et al., 2007). 

 

The water quality index was initially proposed by (Horton, 1965). Since many agencies responsible for 

water supply are strongly suggested to this index. The several scientists proposed various procedures 

for the calculating water quality index (Štambuk-Giljanović, 1999; Zagatto et al., 1998). Water quality 

index was proposed to generate a converted complicated data in the form of single value for the easily 

usable by the community. Numerous water quality index guideline are used in worldwide are National 

Sanitation Foundation Water Quality Index (NSFWQI), Canadian Council of Ministers of the 

Environment Water Quality Index (CCMEWQI), British Columbia Water Quality Index (BCWQI), 

Oregon Water Quality Index (OWQI) Weighted Arithmetic Water Quality index (WAWQI)
 
for the 

assessment of Water Quality Index (Brown et al., 1970; BCMOELP, 1965; CCME, 2001, Cude, 2001). 

To determine the complications associated with management of data and retrieving the success and 

failure of working approaches to making a better water quality, the water quality index appears to be 

an effective and competent index. In general, there are two steps which are followed in the water 

quality index, first one is the conversion of the selected water quality data into the sub-index values 

and second is the combination of these values for the water quality index value.  

 

Remote sensing and GIS are effective tool for the mapping of groundwater as well as surface water 

quality and it’s important for monitoring the environmental changes. The GIS technology has been 

utilized for the classification of water quality based on the correlation of characteristics, land use and 

land cover pattern, and water quality parameters of reservoirs (Chandra et al., 2017). GIS database 

has been used by various scientists in order to the preparation of geospatial maps of water quality 

index considering concentrations values of different water quality parameters. Many researchers 

utilized GIS Technology for locating suitable zones of surface water for domestic as well as irrigation 

purpose. (Cecchi et al., 2007; Huang et al., 2012; Munafò et al., 2005) investigated GIS-based spatial 

distribution characteristics of Fe, Cu and Mn in the surface water and their effects on to the wetland 

vegetation of pearl river estuary in China by using ordinary Kriging method of ArcGIS Geostatistical 

Analyst. 

 

In the investigation of surface water quality, remote sensing and GIS is frequently utilized for suitable 

analysis, managing recorded data, vulnerability assessment of surface water contamination and 

assessment of integrated surface water quality models with geospatial data for developing spatial 

decision support system. (Hussain et al., 2016; Wang et al., 2008)
 
investigated GIS-based integrated 

pollution index study of surface water quality of urban, suburban and rural areas in Shanghai from the 

period of 1982 to 2005. (Singh et al., 2018)
 
have studied the level of contamination of surface water 

near to the mine site of Jharia coalfield, Jharkhand, with the help of a modified water quality index. 

surface water quality map is very important for the evaluation of safe water for drinking and irrigation 

purpose and as well as indicating precaution of potential environmental health problems.  

 

The present study was aimed to investigate surface water quality and provide spatial distribution zone 

maps of the surface water quality index by using physico-chemical parameters such as pH (units), 

Conductivity (µS/cm), Total Dissolved Solid (mg L
−1

), Nitrate-Nitrogen (mg L
−1

), Total Hardness (mg 

L
−1

), Chloride (mg L
−1

), Calcium (mg L
−1

), Sodium (mg L
−1

), Potassium (mg L
−1

), Fluorides (mg L
−1

), 

Alkalinity (mg L
−1

), Sulphate (mg L
−1

) and MPN (MPN/100 ml) levels. The water quality index status, as 

well as the spatial distribution zone map, were analyzed by the water quality index method applied to 

19 different locations of the study area. The approaches utilized for calculating the WQI was Canadian 

Council of Ministers of the Environment Water Quality Index (CCMEWQI) and Weighted Arithmetic 

Water Quality Index (WAWQI). The geospatial tools like ArcGIS 10.2, RESOURCESAT-2, LISS-IV, 
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IDW interpolation and GPS were used to generate the spatial distribution map of surface water for the 

Erandol (Maharashtra, India). 
 

2. Study Methodology 

 

2.1. Study Area 

 

Erandol is located on the bank of Anjani river. It is a small-town (Taluka) in Jalgaon district of 

Maharashtra state, India (Figure 1). It is bounded, Jalgaon Taluka towards East, Parola Taluka 

towards west, Dharangaon Taluka towards north and Pachora Taluka towards the south. It is also 

known as Ekchakranagri due to its history as well as the mythological background. It is situated on 

20°55′N 75°20′E / 20.92°N 75.33°E and It has an average elevation of 227 meters (744 feet) above the 

sea level. As per the Census 2011, Erandol Taluka of Jalgaon district has a total population of 

166,521. Out of which 86,304 are males while 80,217 are females. In 2011 there were total 35,227 

families residing in Erandol Taluka. The Average Sex Ratio of Erandol Taluka is 929. As per Census 

2011 out of the total population, 18.7% of people live in Urban areas while 81.3% lives in the Rural 

areas. The average literacy rate in urban areas is 76.7% while that in the rural areas is 73.5%. Also, 

the Sex Ratio of Urban areas in Erandol Taluka is 942 while that of Rural areas is 927. Geographically 

Erandol is Situated at Tapi Valley of the Deccan Plate, between the Satpuda Hills and Ajanta Hills.  

 

 
 

Figure 1: Study area showing sampling locations in Erandol (Maharashtra, India) 

 

3. Materials and Methods 

 

3.1. Collection of Sample and Analysis 

 

The surface water samples were collected in acid washed and precleaned plastic container from 19 

different locations as per standard methods (IS: 2498, 1966 – Part-I) during monsoon, winter season in 

the year 2016, and for summer season in the year 2017 (S1 to S19) (Table 1). The sampling locations 

were obtained with the help of global positioning system (GPS) receiver. The physicochemical and 

biological analysis was carried out for thirteen parameters as per the standard methods given by 

(Snyder 1961) for different parameters like pH (units), Electric Conductivity (µS/cm), Total Dissolved 
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Solid (mg L
−1

), Nitrate-Nitrogen (mg L
−1

), Total Hardness (mg L
−1

), Chloride (mg L
−1

), Calcium (mg L
−1

), 

Sodium (mg L
−1

), Potassium (mg L
−1

), Fluorides (mg L
−1

), Alkalinity (mg L
−1

), Sulphate (mg L
−1

) and 

MPN (MPN/100 ml). All analysis was carried out in triplicate form and the mean value was taken. 

 

Table 1: Sampling locations of surface water 

 

Sample ID Village Latitude Longitude Source 

S1 Pimpri Kh. 21.0202 75.3538 River 

S2 Dharangaon 21.0099 75.2712 Nalla 

S3 Rameshwaram 21.1427 75.3170 River 

S4 Sonwad 21.0765 75.3447 River 

S5 Zurkhed 21.0590 75.3952 River 

S6 Sawada 20.9812 75.4547 Lake 

S7 Mhasawad 20.8701 75.4503 River 

S8 Dahigaon 20.8345 75.4238 Dam 

S9 Kasoda 20.8178 75.2974 Lake 

S10 Pharkande 20.8379 75.2627 River 

S11 Bahute 20.8604 75.2302 Dam 

S12 Bhalgaon 20.9120 75.2754 Dam 

S13 Erandol 20.9263 75.3303 River 

S14 Anjani Dam 20.9037 75.3088 Dam 

S15 Bhawarkhede 20.9640 75.2470 Dam 

S16 Mukhapat 20.8923 75.3726 Dam 

S17 Padmalaya 20.8704 75.3952 Lake 

S18 Kantai Dam 20.9631 75.5089 Dam 

S19 Takarkheda 20.9953 75.5081 River 

 

3.2. Water Quality Index 

 

There are different methods were reported by researchers for calculations of WQI to compare the 

physico-chemical and biological parameters are (Canadian Council of Ministers of the Environment 

(CCME, 2005; Bhargava, 1983 a, b, c; Steinhart et al., 1982; Horton, 1965; Brown et al., 1972; Cude, 

2001; Maciunas and Deininger, 1976). For the present investigation, among the above methods the 

Canadian Council of Ministers of the Environment Water Quality Index (CCMEWQI) and Weighted 

Arithmetic Water Quality Index (WAWQI) were adopted for the calculations of WQI. 

 

3.3. Canadian Council of Ministers of the Environment Water Quality Index (CCMEWQI) 

 

CCMEWQI has introduced by Canadian Council of Ministers of the Environment (CCME). For the 

calculation of CCMEWQI, there are three factors to be consider i.e. Scope, Frequency and Amplitude. 

This equation is the modified form of the mathematical expression proposed by British Columbia 

Ministry of Environment, Lands and Parks and Alberta Environment. There should be sampling of four 

variables in four times for the calculation of CCMEWQI. The agency Canadian Council of Ministers of 

the Environment has considered eight parameters but we have used twelve parameters with their 

importance in water quality i.e. pH (units), Conductivity (µS/cm), Total Dissolved Solid (mg L
−1

), 

Nitrate-Nitrogen (mg L
−1

), Total Hardness (mg L
−1

), Chloride (mg L
−1

), Calcium (mg L
−1

), Sodium (mg 

L
−1

), Potassium (mg L
−1

), Fluorides (mg L
−1

), Alkalinity (mg L
−1

) and Sulphate (mg L
−1

) for the 

calculation of CCMEWQI. There are three factors with different mathematical equations are as follows:  

 

1. Scope: F1 denotes the percentage of variables that do not meet their objectives at least once 

during the time period under consideration (“failed variables”), relative to the total number of 

variables measured: 

 

F1 = (
𝑁𝑜.𝑜𝑓 𝑓𝑎𝑖𝑙𝑒𝑑 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠
) × 100 (1) 
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2. Frequency: F2 denotes the percentage of individual tests that do not meet the objectives (failed 

tests): 

F2 = (
𝑁𝑜.𝑜𝑓 𝑓𝑎𝑖𝑙𝑒𝑑 𝑡𝑒𝑠𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑡𝑒𝑠𝑡𝑠
) × 100 (2) 

 

3. Amplitude: F3 denotes the amount by which failed test values don’t meet their objectives. F3 is 

calculated by three steps as follows: 

 

i. a) When the test value must not exceed the objective: 

 

Excursioni = (
𝐹𝑎𝑖𝑙𝑒𝑑 𝑡𝑒𝑠𝑡 𝑣𝑎𝑙𝑢𝑒 𝑖

𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑗
) − 1 (3) 

 

b) For the cases in which the test value must not fall below the objective: 

 

Excursion i = (
𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑗

𝐹𝑎𝑖𝑙𝑒𝑑 𝑡𝑒𝑠𝑡 𝑣𝑎𝑙𝑢𝑒 𝑖
) − 1 (4) 

 

ii. The collective amount by which individual tests are out of compliance is calculated by 

summing the excursions of individual tests from their objectives and dividing by the total 

number of tests (both those meeting objectives and those not meeting objectives). This 

variable, referred to as the normalized sum of excursions, or nse, is calculated as: 

 

nse = 
∑ 𝐸𝑥𝑐𝑢𝑟𝑠𝑖𝑜𝑛𝑖

𝑛
𝑖=1

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡𝑠
 (5) 

 

iii. F3 is calculated by an asymptotic function that scales the normalized sum of the excursions 

from objectives(nse) to getting a range between 0 and 100. 

 

F3 = (
𝑛𝑠𝑒

0.01𝑛𝑠𝑒+0.01
) (6) 

 

Once the factors F1, F2 and F3 has been calculated, the index himself can be calculated by summing 

the three aspects as if they were vectors. The sum of the squares of each factor is therefore equal to 

the square of the index. This approach treats the index as a three-dimensional space defined by each 

factor along one axis. With this model, the index changes in direct proportion to changes in all three 

factors: 

 

CCMEWQI = 100 − (
√𝐹₁²+𝐹₂²+𝐹₃²

1.732
) (7) 

 

The divisor 1.732 normalizes the resultant values to a range between 0 and 100, where 0 represents 

the “worst” water quality and 100 represents the “best” water quality. Once the CCME WQI value has 

been determined, water quality is ranked by relating it to one of the categories are shown in Table 2. 

 

Table 2: Range, status and ecological status of the CCMEWQI method (CCME, 2005) 

 

WQI Water quality status (WQS) Ecological status 

95–100 Excellent Water quality is protected with virtual absence of threat or 

impairment; conditions very close natural or pristine levels. 

80–94 Good Water quality is protected with only minor degree of threat or 

impairment; conditions rarely depart from natural or desirable 

levels. 

65–79 Fair Water quality is usually protected but occasionally threatened or 

impaired; conditions sometimes depart from natural or desirable 

level. 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 3035 

 

45–64 Marginal Water quality is frequently threatened or impaired; conditions often 

depart from natural or desirable levels. 

0–44 Poor Water quality is almost always threatened or impaired; conditions 

usually depart from natural or desirable levels. 

 

3.4. Weighted Arithmetic Water Quality index (WAWQI) 

 

Weighted Arithmetic WQI has proposed by Horton (1965). A set of thirteen most commonly used water 

quality parameters namely pH (units), Conductivity (µS/cm), Total Dissolved Solid (mg L
−1

), Nitrate-

Nitrogen (mg L
−1

), Total Hardness (mg L
−1

), Chloride (mg L
−1

), Calcium (mg L
−1

), Sodium (mg L
−1

), 

Potassium (mg L
−1

), Fluorides (mg L
−1

), Alkalinity (mg L
−1

), Sulphate (mg L
−1

) and MPN (MPN/100ml) 

for the calculation of WAWQI given by the following equations: 

 

Step 1: In the first step, unit weight (Wi) for various parameters is inversely proportional to the 

recommended standard (S standard) for the corresponding parameter. Wi values were calculated by 

using the following formula. 

 

Wi = 𝑘∑
1

𝑆𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑
 (8) 

 

The constant of proportionality K in the above equation can be determined from the following equation: 

 

K = 
1

∑
1

𝑆1
+

1

𝑆2
+⋯

1

𝑆𝑛

 (9) 

 

Step 2: Calculate quality rating scale (Qi) of i
th
 parameter for a total of n water quality parameters is 

calculated by using this equation: 

 

Qi = (
𝑄𝑎𝑐𝑡𝑢𝑎𝑙−𝑄𝑖𝑑𝑒𝑎𝑙

𝑆𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑−𝑄𝑖𝑑𝑒𝑎𝑙
) (10) 

 

Step 3: Finally, the overall WQI was calculated by aggregating the quality rating with the unit weight 

linearly using the following equation: 

 

WAWQI = 
∑ 𝑄𝑖𝑊𝑖

𝑖=𝑛
𝑖=1

∑𝑊𝑖
 (11) 

 

Where,  

Wi = unit weight for each water quality parameter; 

K = proportionality constant; 

Qi = the quality rating scale for each parameter; 

Q actual = estimated concentration of i
th
 parameter in the analyzed water; 

Q ideal = the ideal value of this parameter in pure water,  

Q ideal = 0 (except pH = 7.0 and DO = 14.6 mg L
−1

); 

Sstandard = recommended standard value of i
th
 parameter; 

n = number of water quality parameters. 

 

In this study, the WQI was considered for human consumption or uses, and the maximum permissible 

WQI for the drinking water was taken as 100 score. Rating scale proposed was in the range of 0–100 

and grading were proposed as a below (Table 3). 
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Table 3: Range, status and possible usage of WAWQI method (Horton, 1965) 

 

WQI Water quality status (WQS) Possible usage 

0–25 Excellent Drinking, irrigation and industrial 

26–50 Good Drinking, irrigation and industrial 

51–75 Poor Irrigation and industrial 

76–100 Very poor Irrigation 

Above 100 Unsuitable for drinking and fish culture Proper treatment required before 

use 

 

3.5. Geographic Information System (GIS) Analysis 

 

The base map of Erandol area was digitized from different data products includes survey of India 

toposheet no. 460/8 on scale 1:2,00,000 has utilized for interpretation as well as base map 

preparation. The land use and urban settlement map was taken from IRS-P6 LISS IV data of 2015. 

The longitude and latitude of predetermined locations was taken by using GARMIN 12-Channel GPS. 

To determine spatial distribution of surfacewater quality index, contour maps and identification of 

district boundaries were generated by using ArcGIS 10.2 software. The spatial modelling for 

surfacewater quality index has been done by using Inverse distance weighted (IDW) interpolation 

technique. The CCMEWQI and WAWQI map was prepared by subtracting individual point data and 

then designed in GIS. 

 

3.6. Concept of IDW Interpolation Method 

 

IDW interpolation regulates amounts by consuming a sequential biased grouping points of sample 

sets. The function of inverse distance has its weight cells. Additionally, a lesser amount of importance 

in the calculation of the output value when input point is from the output cell position. The series of 

input values utilized to interpolate have limitations when IDW used output value for a cell. Since the 

IDW remains average of weighted distance, the average neither larger than highest nor smaller than 

the lowest input. Hence, it is not possible to generate points or valleys uncertainty these excesses 

have not previously stood experimented. Likewise, for the reason of an average, the surface of output 

will cannot permit from sample points. The adequately condensed sampling to signify the indigenous 

dissimilarity gives superlative outcomes from IDW. Hence, IDW method is perfect for investigation 

through water quality data from several sampling points compactly blowout. Uncertainty the sampling 

of input points is thin, the outcomes might not be effectively signifying the chosen surface. 

 

4. Results and Discussion 

 

4.1. Water Quality Parameters 

 

For calculating WQI, the prime essential component is the results of physicochemical parameters of 

various water bodies (Bora and Goswami, 2016). The seasonal variations of physicochemical 

parameters of selected sampling sites during Monsoon, Winter and Summer season is tabulated in 

Table 4. pH is generally identifying the alkalinity and acidity of water. From the Table 4, it was 

observed that the average pH value for Monsoon, Winter and Summer season were 10.42, 10.68 and 

10.55 which is above the standards given by WHO, ICMR, BIS and CPCB. It happens due to the 

presence of carbonates and bicarbonates in the soil. The high alkalinity was present in the water 

samples because of presence of bicarbonate ions, which is due to free CO2 combines with water to 

form carbonic acid (Azeez et al., 2000). 

 

The Alkalinity is a capacity to neutralize acids from water. The major components of alkalinity in water 

are hydroxide, carbonates and bicarbonates. In most of the cases alkalinity is caused due to free CO2. 

In the present investigation, the average alkalinity values found during Monsoon, Winter and Summer 
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season were 122.35, 122.16 and 100 mg L
-1

 respectively. The alkalinity has exceeding prescribed limit 

at the sampling sites S9 as per BIS standards. 

 

Electrical conductivity is a numerical expression of the ability of a water sample to carry an electric 

current and varies with the number and types of ions in the solution contain. EC was measured using a 

digital conductivity meter and the results were denotes in microsiemen/centimeter. In the study area, 

average EC values were ranged between 490.54, 441.73 and 395.92 µS/cm during Monsoon, Winter 

and Summer season respectively. In the sites S1, S2, S3, S4, S5, S9, S10, S13 and S14 have high 

EC value in the Monsoon, Winter and Summer season exceeding to ICMR standard of 300 µS/cm. 

 

Total Hardness (TH) is the concentration of multivalent metallic cations in solution. It is because of the 

presence of mainly two cations responsible for hardness of water are calcium and magnesium. The 

average concentration of hardness was found to be in the range of 103.1, 92.7 and 81 mg L
-1 

during 

Monsoon, Winter and Summer season respectively. The highest value was at S4, S9 and S10 during 

Monsoon, Winter and Summer season, which were within the desirable BIS limit of 500 mg L
-1

. 

 

TDS is sum of the cations and anions concentration expressed in mg L
-1

 and BIS desirable limit is 500 

mg L
-1

. The high amount of TDS is occurred due to the sewage discharges and anthropogenic 

activities near to the water body (Jindal and Sharma, 2011). The average concentration of TDS 

present in water samples range of 429.29, 391.51 and 324.15 mg L
-1

 during the season of Monsoon, 

Winter and Summer. The high value of TDS found in sites S2, S3, S4, S5, S9 and S10 during 

Monsoon, sites S2, S4, S5, S9 and S10 during Winter and sites S4, S5 and S10 during Summer 

season respectively. 

 

Calcium is naturally present in water body. One of the main reasons of occurrence of calcium in water 

is its natural occurrence in the earth crust. In water calcium is generally present as Ca
2+

. In general, 

River contains 1-2 mg L
-1

 calcium but in lime stone areas calcium present as high as 100 mg L
-1

. The 

average concentration calcium of the different water sites in study region during Monsoon, Winter and 

Summer was found to be 28.02, 25.99 and 22.02 mg L
-1

. All the values of calcium in sites S1 to S19 

was observed below the desirable limit to BIS of 75 mg L
-1

. 

 

Sodium (Na) ranks 6
th
 among the elements in order of abundance and is present in most natural 

waters. In surface waters, Na concentration may be less than 1 mg L
-1

 or may exceed 300 mg L
-1

 

depending upon the geographical area. During Monsoon, Winter and Summer season, the average Na 

values observed to be 81.05, 74.96 and 67.06 mg L
-1

. Sites S2, S4, S5, S9, S10 and S13 observed 

high concentrations in all seasons and site S4 exceeded desirable limit cited by BIS, i.e., 200 mg L
-1

. 

 

Potassium (K) is naturally occurring element, however concentrations remain quite lower compared to 

Na, Ca and Mg and its abundance and constitutes 2.4% by weight of the earth crust. The average K 

concentration for the water samples in study region during Monsoon, Winter and Summer season 

were 23.55, 21.09 and 16.94 mg L
-1

. In the sites S4, S5, S9, S10 and S13 observed quietly high 

concentrations of mean K values prescribed by BIS of 200 mg L
-1

 during all the seasons. 

 

Chlorides concentrations in water are directly proportional to mineral content of water surface and 

ground waters have considerable amount of chlorides than upland and mountain supplies. The 

sources being the leaching from various rocks, surface run-off from inorganic fertilizers and faecal 

matter containing high quantity of chlorides along with nitrogenous wastes. The mean concentration of 

chlorides in all the samples taken from locations in study area observed 6.29, 5.23 and 3.40 mg L
-1

 

during Monsoon, Winter and Summer season respectively. The all values of chlorides concentration 

were well within prescribed limits of BIS of 250 mg L
-1

. 

 

Nitrate-Nitrogen (NO3-N) occurs in trace quantities in surface water but may attain high levels in some 

groundwater. It is an important nutrient for plants and causes eutrophication if receiving high amount in 
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water bodies. The mean concentration of NO3-N in all water samples in study region during Monsoon 

2.41 mg L
-1

, Winter 1.97 mg L
-1

 and Summer 0.83 mg L
-1

 respectively. All the values were well within 

the permissible limits of BIS. 

 

Sulphate (SO4) is one of the major anions present in natural water. It has its intense effect on human 

body when present in excessive amount. In the study area, average concentration of SO4 during 

Monsoon, Winter and Summer season is 104.11, 90.25 and 87.67 mg L
-1

. The SO4 of surfacewater of 

the study area is given Table 4 and it is found that site S10 has exceeding SO4 values during all 

seasons as per BIS prescribed limit i.e., 200 mg L
-1

. Also, sites S3, S5, S6, S7, S9, S13, S14, S16, 

S18 and S19 present high values but below permissible limit of SO4 during all seasons. 

 

Fluorides is an active component presents in both simple and complex forms. It has commonly present 

in groundwater than surfacewater. It was found that, when fluorides present approximately >1 mg L
-1

 

causes mottled enamel commonly called as dental fluorosis (CPCB, 2008). The main sources of 

fluorides in ground water is different fluorides bearing rocks but, due to industrial activities i.e., 

phosphate fertilizer and aluminum processing it occurs in surfacewater. The mean values of fluorides 

present in study during Monsoon 0.20 mg L
-1

, Winter 0.21 mg L
-1

 and Summer 0.17 mg L
-1

 

respectively. All the values of fluorides from sampling sites were well within the desirable limit i.e., 1 

mg L
-1

 as prescribed by BIS. 

 

The "Most Probable Number" (MPN) method is useful to estimate the concentration of viable 

microorganisms in a water sample. In the present investigation, it was found that all the water 

sampling sites were exceeding the prescribed limits during all seasons. It is due to various activities 

such as vehicle washing, cloth washing, bathing etc. The mean values of “most probable number" 

(MPN) were observed during Monsoon 3 MPN/100ml, Winter 3 MPN/100ml and Summer 4 MPN/100 

ml respectively. 
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Table 4: Surface water quality data 

 

Location Season 
pH EC Alkalinity TH TDS Ca Na K Chlorides NO3-N SO4 F MPN 

(units) (µS/cm) ---------------------------------------------------------------mg L
-1

------------------------------------------------------------- MPN/100ml 

Pimpri Kh (S1) 

M 9.55 325 63 71 432 16 34.6 7 4.3 0.1324 45.3 0.045 2 

W 10.46 280 82 63 325 18.4 39.7 9 3.33 0.1935 67.8 0.0435 4 

S 11.11 272.5 75 60 271 17.7 44.9 11 2.2 0.3913 89.3 0.0572 2 

Dharangaon (S2) 

M 9.8 1026 132 87 567 19.36 96.25 26 6.7 0.7621 79.54 0.0045 3 

W 10.01 789 146 79 535 27.65 104.2 31.54 6.2 0.5945 98.65 0.0015 3 

S 10.48 628.3 150 66 484 37.3 127.5 34.7 4.6 0.3143 111.5 0.0008 4 

Rameshwaram (S3) 

M 8.2 523 64 73 503 19.7 38.5 6.9 3.1 0.7325 105.6 0.145 2 

W 8.9 495 69 69 389 16.8 45.8 6.5 2.8 0.4536 96.2 0.256 1 

S 9.48 320.3 75 54 197 12.6 47.3 5.1 1.92 0.1404 87.3 0.216 2 

Sonwad (S4) 

M 10.1 864 125 296 968 42 231 45 10.67 1.0153 165 0.0246 3 

W 10.36 693 168 269 893 34 197 39 10.2 0.9354 146 0.0368 2 

S 10.43 608.2 175 230 810 37 168.4 34.8 9.52 0.8203 120.8 0.0254 2 

Zurkhed (S5) 

M 10.65 954 169 108 798 67.9 167.2 75.25 9.78 1.2687 168.65 0.1247 1 

W 10.89 769 185 96 693 58.7 156.1 69.76 7.98 1.0654 1.745 0.0836 0 

S 11.35 766.6 125 72 594 57.2 118.1 55.4 6.12 0.7245 119.08 0.0981 3 

Sawada (S6) 

M 9.89 187.2 87 63 168 22.45 45.3 7.45 4.36 1.358 98.23 0.237 2 

W 10.15 198.1 82 56 149 19.58 41.7 7.76 2.89 1.267 89.65 0.1461 4 

S 10.18 165.1 50 40 110 13.6 36.7 6.4 1.04 0.4903 72.6 0.1139 2 

Mhasawad (S7) 

M 10.23 268.5 87.4 57.9 278.6 21.6 61.3 23.7 3.45 1.34 78.6 0.1324 2 

W 10.54 245.6 81.5 59.4 265.7 18.9 59.7 18.6 2.98 1.25 69.1 0.1645 4 

S 10.1 222.7 60 48 188 18.1 45.2 11.6 1.6 0.5416 65.9 0.1768 3 

Dahigaon (S8) 

M 10.54 255.7 67.4 67 164 16.24 43.21 7.65 1.6 0.857 87.65 0.646 1 

W 10.98 247 56.7 48 162 13.8 37.8 6.89 1.9 0.832 82.47 0.734 3 

S 10 207.4 50 46 133 12.7 36.5 5.8 1.28 0.3143 63.03 0.4017 2 

Kasoda (S9) 

M 11.45 689 710 210 564 39.8 136.7 45.6 6.75 1.25 96.7 0.476 3 

W 11.75 645 703 178 501 37.1 129.6 38.7 4.96 1.65 94.3 0.376 2 

S 11.35 598.7 515 191 485 35.7 121.2 35.8 4.52 1.3997 85.5 0.2412 2 

Pharkande (S10) 

M 10.7 1978 162 219 1831 34 187 38 27.6 4.213 256.1 0.0214 2 

W 10.9 1925 157 206 1723 30 182 23 22.4 3.7632 241 0.0235 0 

S 10.1 1787 120 172 1350 23.4 168.1 19.2 16.76 1.3264 206.8 0.0123 4 

Bahute (S11) 

M 11.23 267 68 87 245 18.7 54.32 8.1 2.4 0.7354 77.14 0.5641 4 

W 11.14 251 57 79 240 18.9 41.16 8.4 1.9 0.5432 75.25 0.5321 3 

S 11.36 241.4 55 76 186 16.1 36.2 7.9 1.6 0.3399 71.6 0.4909 4 
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Bhalgaon (S12) 

M 10.42 235 59 54 176 15.6 41.7 9.1 1.76 0.1012 69.8 0.3154 2 

W 10.65 213 57 56 171 14.8 40.3 9.5 1.35 0.1245 67.5 0.2647 4 

S 10.73 196.8 50 46 163 14.2 37.6 7.8 1.52 0.0634 63.4 0.2261 3 

Erandol (S13) 

M 11.41 422 78 69 367 35.7 97.6 39.4 3.93 2.74 89.74 0.0423 4 

W 11.25 415 73 67 374 34.2 96.1 34.1 3.7 2.65 78.65 0.0256 2 

S 11.32 399.1 70 64 331 27.3 77.2 26.9 3.28 0.4903 77.8 0.0146 2 

Anjani Dam (S14) 

M 10.1 325 78 67 231 36.4 59.4 10.7 4.65 9.54 97.6 0.0823 2 

W 10.25 301 71 63 206 31.7 48.1 10.2 3.12 8.6 96.2 0.0147 2 

S 9.92 273.9 60 54 196 14.4 40.2 7.3 1.92 5.8955 80.9 0.088 4 

Bhawarkhede (S15) 

M 11.4 204 78 89 189 24 57 14 4.6 2.45 86 0.1034 1 

W 11.7 167 68 81 167 20.6 48 16 3.8 2.04 79 0.5687 1 

S 11.26 181.9 65 70 158 15.7 35.8 9.3 1.28 0.3913 63.2 0.4415 2 

Mukhapat (S16) 

M 9.86 183 64 96 167 34 46 9.7 4.6 2.7 96 0.0832 1 

W 10.2 181 60 90 154 39 37 8.1 4.9 2.1 83 0.0945 2 

S 9.78 158.5 55 78 126 13.8 29.7 6.5 1.2 0.1639 68.7 0.0622 2 

Padmalaya (S17) 

M 11.5 226 98 69 149 34 37 42 6.76 7.68 76 0.6127 3 

W 11.7 236 84 53 161 28 32 38 7.1 4.36 69 0.6412 1 

S 11.16 176.9 60 44 130 23.1 29.5 21.3 1.28 0.5416 61.4 0.4017 2 

Kantai Dam (S18) 

M 10.74 164 59 79 125 19 39 17.3 6.41 2.6512 98 0.0146 4 

W 11.01 141 52 68 114 17.6 36 15.2 4.32 2.1278 82 0.0354 2 

S 10.28 118.6 40 66 90 14.7 28.8 8.4 1.04 0.6208 71.5 0.0423 3 

Takarkheda (S19) 

M 10.35 224 76 97 234 16 67 14.6 6.14 4.36 106.5 0.1463 2 

W 10.14 201.3 69 81 216 14.2 52 10.5 3.6 3.01 97.4 0.1325 4 

S 10.22 198.6 50 62 157 13.9 45.4 6.7 2 0.8482 85.6 0.1278 3 
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4.2. Water Quality Index (WQI) 

 

WQI analysis for twelve water quality parameters of Erandol area from sites S1-S19 was charted in 

Table 5. 

 

Table 5: CCMEWQI and WAWQI of surface water Samples from S1 to S19 

 

Location CCMEWQI 
Water Quality 

Status 
(CCMEWQI) 

WAWQI 
Water Quality 

Status (WAWQI) 

Pimpri Kh (S1) 93.1956 Good 33.2855 Good 

Dharangaon (S2) 80.6774 Good 52.5671 Poor 

Rameshwaram (S3) 83.4862 Good 36.4620 Good 

Sonwad (S4) 68.1077 Fair 71.5653 Poor 

Zurkhed (S5) 79.5546 Fair 64.6968 Poor 

Sawada (S6) 93.1944 Good 29.6206 Good 

Mhasawad (S7) 93.1941 Good 32.5324 Good 

Dahigaon (S8) 93.1938 Good 32.8327 Good 

Kasoda (S9) 68.8706 Fair 77.3862 Very Poor 

Pharkande (S10) 64.2472 Marginal 100.514 
Unsuitable for 

drinking and fish 
culture 

Bahute (S11) 93.1921 Good 36.0984 Good 

Bhalgaon (S12) 93.1936 Good 29.8148 Good 

Erandol (S13) 93.1918 Good 41.6337 Good 

Anjani Dam (S14) 93.1944 Good 34.5845 Good 

Bhawarkhede (S15) 93.1944 Good 34.4504 Good 

Mukhapat (S16) 93.1946 Good 30.5403 Good 

Padmalaya (S17) 93.1914 Good 36.6354 Good 

Kantai Dam (S18) 93.1935 Good 27.7104 Good 

Takarkheda (S19) 93.1942 Good 32.2380 Good 

 

In the study area, the values for spatial distribution map of Canadian Council of Ministers of the 

Environment Water Quality Index (CCMEWQI) shows five classes of water quality i.e., excellent: sky 

blue colour, good: blue colour, fair: light blue colour, marginal: light pink colour and poor: pink colour. 

The CCMEWQI values from study area suggested that the water quality of major part falls under good 

category i.e. 74%, fair category i.e. 22% and minor parts falls under marginal category i.e. 4% during 

all seasons (Table 6). 

 

Table 6: Percent distribution of CCMEWQI 

 
CCMEWQI Water quality status (WQS) Present percentage of surface water sample 

95–100 Excellent 0% 

80–94 Good 74% 

65–79 Fair 22% 

45–64 Marginal 4% 

0–44 Poor 0% 

 

There are no parts falls under the excellent and poor category. The sampling sites S1, S2, S3, S6, S7, 

S8, S11, S12, S13, S14, S15, S16, S17, S18 and S19 were falls under good category, sites S4, S5 

and S9 were falls under fair category and site S10 were fall under marginal category. There are no 

major seasonal variations appears during this investigation. The spatial distribution map for CCMEWQI 

undoubtedly shows that the northern and south western region of the study area has marginal water 

quality index during all seasons (Figure 2). 
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Figure 2: Spatial distribution of CCMEWQI Index in study area 

 

The values for Weighted Arithmetic Water Quality index (WAWQI) map also shows five classes of 

water quality viz. excellent: dark orange colour, good: light orange and yellow colour, poor: green 

colour, very poor: sky blue colour and unsuitable for drinking and fish culture: blue colour. The WAWQI 

percentage values from study area shows excellent: 0%, good: 74%, poor: 16%, very poor: 5% and 

unsuitable for drinking and fish culture: 5% respectively Table 7. The major part of the study area falls 

in the good category during all seasons and there are no major seasonal variations in the study area. 

The mean values of WAWQI are tabulated in Table 5. Sites S1, S3, S6, S7, S8, S11, S12, S13, S14, 

S15, S16, S17, S18 and S19 were falls in good category while sites S2, S4 and S5 falls under poor 

category, sites S9 falls in very poor category and S10 falls under unsuitable for drinking and fish 

culture respectively. Again, as discussed in CCMEWQI results the spatial distribution map shows that 

the northern and south western region of study area has falls under very poor and unsuitable for 

drinking and fish culture category (Figure 3). 

 

Table 7: Percent distribution of WAWQI 

 

WAWQI Water quality status (WQS) Present % of surface water sample 

0–25 Excellent 0% 

26–50 Good 74% 

51–75 Poor 16% 

76–100 Very poor 5% 

Above 100 Unsuitable for drinking and fish culture 5% 
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Figure 3: Spatial distribution of WAWQI index in study area 

 

5. Conclusion 

 

The present study indicated that the GIS techniques and WQI methods could provide valuable 

information for assessment of water quality. The spatial distribution of water quality index in the study 

area was carried out by using GIS techniques and remote sensing data. The GIS technology have 

magnificently proved its ability in surfacewater quality index mapping of Erandol area. A total 19 

surfacewater samples were collected during Monsoon, Winter and Summer season and analyzed for 

thirteen different physico-chemical parameters. The pH values during Monsoon, Winter and Summer 

season were found higher than the prescribed permissible limit which indicates that surface water of 

study area was alkaline in nature. The Alkalinity at sampling site S9 was found to be higher as per BIS 

standards during all seasons. It is due to the higher concentration of carbonates and bicarbonates. A 

total fifty percent EC values from all sampling sites were found to be exceeding permissible limit as per 

ICMR standards during Monsoon, Winter and Summer seasons. The values of TH in study area were 

found to be lower during all seasons but, in the S4, S9 and S10 site it was near to the permissible limit. 

The major cations, sodium values during all season were found to be higher but, all values were found 

below the permissible limit except S4 site. The major anions, Sulphate values in sampling location S10 

exceeded the permissible limit during Monsoon, Winter and Summer season. The "most probable 

number" (MPN) concentration was found to be higher in all location due to dumping of domestic 

wastewater, washing of animals and other domestic activities etc. A GIS technology utilizes for spatial 

analysis and IDW interpolation technique has been demonstrated an important tool to represents the 

WQI in the study area. The spatial distribution map for CCME WQI and WAWQI was also generated 

by using GIS and IDW techniques for well distinguished water potability over space. Based on 

CCMEWQI and WAWQI methods the major part of the study area falls under good condition during 

Monsoon, Winter and Summer season. The both CCMEWQI and WAWQI methods are very useful 

and effective tool to recapitulate and account on the monitoring data to the administrative authority to 

know the status of surfacewater quality and people also have opportunity to better use in future. In the 

study area the overall high values of CCMEWQI occurs in middle, east and west region during 

Monsoon, Winter and Summer season. There was no significant variation observed in CCMEWQI 

during Monsoon, Winter and Summer season. The WAWQI values occurs higher in south western and 

north region of study area during Monsoon, Winter and Summer season. The results of both methods 

i.e. CCMEWQI and WAWQI showed significant equality. On the basis of CCMEWQI and WAWQI it is 

concluded that most of the sampling locations were exhibit good water but in the south western and 

north region i.e. S4, S5, S9 and S10 indicating the deteriorated water quality.  
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Abstract A flood is an overtopping of water from channel banks which submerges land which is 

usually dry. In India, floods in Godavari and Sabari River are observed several times but 2006 flood 

was one of the severe events which affected Khammam district extensively. The present paper 

demonstrates the analysis of severe flood of Khammam using hydraulic modeling. For this purpose 

HEC-RAS 2D a Hydraulic model was used to simulate the behavior of study area which covers part of 

Godavari River and Sabari River in Telangana and Andhra Pradesh states. Model provides detail 

temporal simulated parameters like depth of water, water elevation with respect to M.S.L and Velocity 

of flowing water. SRTM 30m posting, river discharge data, LULC for assigning Roughness coefficient 

was used as input to the model. HEC-RAS Simulated flood results were validated with remotely 

sensed Radarsat satellite observations. Performance of HEC-RAS model was evaluated according to 

the criteria of measure of fitting raster cells with satellite data. Validation results showed that 

performance of HEC-RAS model is very effective and can be used by hydrologist or water resources 

engineers for planning and development. 

Keywords Flood inundation simulation; Godavari; RADARSAT; Sabari; SRTM 

 

1. Introduction  

 

Floods are one of the major natural disasters affecting the South-Asian region. India and Bangladesh 

are two from eight South-Asian countries which are reported to be worst affected countries in the 

world, accounting to be 1/5
th
 of global death count due to floods (Agarwal and Sunita, 1991). In India, 

nearly 40 million of land is prone to floods. Floods are frequent phenomena in the country occurring 

during monsoon season (June-October), which affects to crop lands, infrastructure as well as lives. 

Repetitive flood inundation is threatening human life and property which indeed requires effective flood 

risk assessment (Matgen et al., 2007). Prediction of flood inundation is not straightforward since the 

flood inundation extent is highly dependent on topography and it changes with time. Flood prediction is 

a very complex process in both spatial and temporal contexts whereas the Conventional engineering 

methods is time consuming. Application of the hydraulic numerical modelling for flood analysis and 

flood plain management is a strategic and essential tool for an integrated flood plain management 
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(Cheung, 2003; Chang, 2000). Flood risk assessment and management are fundamental steps for 

identifying prone risk areas, current hazards, and reducing them in future flood events (Ranzi, 2011). 

To propose measures on flood management it needs basic understanding of flood analysis. There are 

two approaches of understanding, first is, in situ flood observations (Hagen and Lu, 2011) but in situ 

observation are not available all the time, so another one is observing flood by Remote sensing 

satellite data (Haq et al., 2012; Chormanski et al., 2011) but it still limits us to know the temporal 

behavior in flood event. So, in order to develop flood hazard and risk zone maps and to know the 

temporal behaviour of flood event it is essential to simulate the flood inundation by numerical models. 

The studies of Flood inundation modelling using hydrodynamic models approach for designing river 

engineering and irrigation schemes and mapping flood risks has been carried out by various 

researchers worldwide (Werner, 2004; Bates et al., 2005; Patro et al., 2009). There are various 

numerical models like HEC-RAS (Hydrologic Engineering Corporation- River Analysis System) 

developed by US Army of Corps of Engineers, MIKE developed by Danish Hydraulic Institute, 

Denmark (DHI, 1997). SOBEK developed at the Delft Hydraulics, Delft have been developed for 

floodplain delineation and flow simulation to delineate the floodplain zones and calculate the 

associated risk. All these models have capability to solve 1D and 2D equations. For present study 

HEC-RAS model is used to simulate flood inundation for study area. HEC-RAS releases new version 

5.0 Beta with 2D capability which is a great innovation for futuristic flood studies (MoyaQuiroga et al., 

2015). The study goal is to analyze the 2006 flood event of part of Godavari and Sabari river north 

eastern part of Telangana. 

 

 
 

Figure 1: Study area along with discharge gauge site 

 

2. Study Area 

 

Figure 1 depicts the Godavari River stretched from Perur to Kunavaram and Sabari River stretched 

from Konta in Chattisgarh to Kunavaram in Andhra Pradesh state (2006). The origin of Godavari River 

is Brahmagiri Mountain (Western Ghats) in Nashik District; Maharashtra River flows from West to east 

and falls into Bay of Bengal 93 km south of Rajahmundry. The river Sabari is a tributary of River 

Godavari It merges in river Godavari at Kunavaram, about 40-km from Bhadrachalam town. The 

Godavari basin is bounded, on east by Eastern Ghats and on the West by the Western Ghats on the 

North by the Satmala Hills, the Ajanta Range and the Mahadeo Hills on the South. Sabari River is 280 

mm/km. The study area lies in between latitudes 18
0
 38' and 18

0 
25' and longitudes 80

0 
12' and 80

0
 

26'. The type of soil observed in the study area are Red sandy loams, clay loams, Alluvial, Sandy 

Alluvial, Deltaic Alluvial,  
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Coastal sandy loams, Heavy clays and Saline soils (Shodhganga Chapter IV). These soils are low 

pervious in nature generating more runoff on surface and hence favouring Inundation. The study area 

of Godavari river stretch is about 186.6 km and Sabari river stretch is about 37.07 km. In Khammam 

district Mandals (small town) like Kunavaram, Vararamachandrapuram and Kukunuru. 

 

Velerupadu and Boorugumpadu were badly affected and V. R. Puram, Chintoor and some part of 

Kunavaram were affected by Sabari River. Flood affects crops, Pakka buildings and 60 villages where 

flood water last for eight days. In East Godavari district, mandals like Katrenikona, Mummidivaram, 

Inavalli are submerged in Godavari water and near about 40 villages and about 2000 victims were 

severely affected (Sewa Bharati, 2006). 

 

3. Data Used 

 

Spatial Hydraulic modeling requires data of two type’s Geographical data and Hydraulic data. 

Geographical data such as Digital Elevation Mode (DEM) which gives a description of elevation of an 

area, for the study area SRTM (Shuttle Radar Topographic Mission from USGS) of grid cell size 30 m 

(1 arc-second) was used. Hydraulic data deals with the time series Discharge data of Godavari River 

at Perur gauge station and for Sabari River at Konta gauge station. Discharge data at an interval of 12 

hrs were obtained for flood event from Central water commission (CWC) Hyderabad. For the Perur 

and Konta gauge station Daily discharge data is available from 2000. Land Use Land Cover (LULC) of 

1:250000 scales derived from Advanced Wide Field Sensor (AWiFS) data of 56 m grid size were used 

in order to assign manning 'n' roughness coefficient. The study simulates flood event from 04 Aug 

2006 12.00 hours to 10 Aug 2006 24.00 hours. This time stamp was selected because the study area 

was severely affected by flood. 

 

4. Methodology  

 

4.1. DEM Preprocessing 

 

SRTM 30 m DEM is used and clipped to study area extent. DEM Preprocessing is required if DEM 

contains null values if any. These null values can be filled by fill and sink hydrology tool. In order 

generate geometric statistics; the projection of DEM should be in projected coordinate system, for 

present study area WGS_1984 _UTM_Zone 44N Projection was used, where WGS_1984 is a Datum.  

 

   
Figure 2: Created terrain Figure 3: Terrain with cells Figure 4: Boundary condition 

 

4.2. HEC-RAS Model Setup 

 

The projected DEM is basic input to hydraulic modeling. Model converts DEM into terrain in the form of 

Triangular Irregular Network (TIN) file. TIN file is a vector representation of DEM Figure 2 shows 

terrain created from DEM. Further, study area was defined by 2D closed polygon. The 2D polygon 

 

Perur 

Konta 

Kunavaram 
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area covers probable areas that are liable to inundate. This area can be defined by two methods in 

order to minimize optimization of 2D Mesh cells. First method is to define 2D polygon area based on 

previous floods extend observed by satellite. Another method is to define polygon by digitizing the 2D 

polygon boundary connecting higher elevated areas like hills and mountains. For present study, 

second method was adopted as high elevated hills are surrounding to the study area. After Defining 

2D Polygon area computational cells area generated. The cells are rectangular in shape and at 

boundary it may be rectangular or polygon up to 8 sides. Cell size was kept to be 30 m in order to 

enclose DEM cell size. Figure 3 shows 2D polygon with computational cells, these cells are also called 

as Mesh. 

 

Further, three boundary condition assigned to study area. Two inflow hydrograph boundary condition 

and one normal depth boundary condition. Inflow hydrograph one at Perur gauge site on Godavari 

River and one at Konta gauge site on Sabari River. Figure 4 shows the assigned boundary condition to 

study area. Similarly Inflow hydrograph at Perur and Konta gauge site for the event obtained from 

CWCis shown in Figure 5. The normal depth 0.00032 slope was assigned according to the 

topographic conditions of the study area. 

 

 
 

Figure 5: Hydrograph at Perur and Konta Gauge site on Godavari and Sabari River respectively 

 

4.3. HEC-RAS Simulations  

 

HEC-RAS 2D 5.0.1 beta version has capability to solve two equations such as Diffusion wave and full 

momentum equation. Diffusion wave considers parameters such as Gravity, Friction and Pressure. 

Whereas Full momentum equation considers parameter like Gravity, Friction, Pressure, Acceleration, 

Turbulent eddy viscosity, Corollis effect. Both equations are derived from Continuity equation. For 

present study, Full momentum equation was used to simulate the flood event as all parameters are 

considered. The full momentum equation (1 and 2) as shown below for two directional specific flows p 

and q. 
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Where,  

 

p and q are the specific flow in the x and y directions (m
2
/sec), n is the manning’s resistance, s is the 

surface elevation in (meters), h is the water depth (meters), g is gravitational acceleration (m/sec
2
), ρ is 

the density of water (kg/m
3
), τxx, τyy, τxy are the components of effective shear stress and f is the 

Corollis(/sec).  

 

4.4. Model Performance 

 

Model Performance has been evaluated based on measures of fit F1 and F2 (MoyaQuiroga et al., 

2015; Horrit et al., 2007; Di Baldasarre et al., 2009). It depends on the simulated raster cells that are 

fitted with the satellite image. It gives the degree of accuracy of the model, F1 ranging from 0 to 1 and 

F2ranging from -1 to 1. The equation of F1 and F2 is given in the equation 3 and 4 respectively. 

 

F1 = ...3 

 

F2 = ...4 

 

Where, A is correctly predicted cells, B is Over-predicted cells and C is under predicted cells. The 

value closer towards 1 indicates model performance is better. 

 

4.5. Flood Hazard Map 

 

The flood Hazard was developed for the study area according to the simulated flood depth in 

inundated areas. The hazard classification was assigned according to the Japan ministry of land 

infrastructure and transport (MLIT) shown in Table 1.  

 

Table 1: Flood hazard classification according to MLIT 

 

Flood hazard Depth (meters) Hazard 

H1 <0.5 Very low 

H2 0.5-1 Low 

H3 1-2 Medium 

H4 2-5 High 

H5 >5 Extreme 

 

There are five flood hazard classifications H1, H2, H3, H4 and H5 according to depth of inundation. H1 

hazard (depth less than 0.5 meter) is entitled to be very low as people can evacuate easily on their 

feet. H2 hazard (depth 0.5-1 meter) is entitled to be very low, in this zone, evacuation becomes difficult 

for adults and infants, animals may get exposed to hazard. H3 hazard (depth 1-2 meters) is a medium 

zone, where people may get drowned but they will be safe in their homes having plinth level to be 0.6 

to 1 meter. H4 hazard (depth 2-5 meters) is entitled to high hazard zone where all people in this zone 

are not safe in their homes but at the most they may be safe on their roofs. H5 hazard (depth greater 

than 5 meters) is an extreme hazard zone where people are not safe even on their roofs.  

 

5. Results and Discussion  

 

The HEC-RAS model results are in two decimal floating point raster stored in tiff file format. The 

simulated results are in the form of flood inundation with depth, velocity, water surface elevation with 
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respect to time. Results for desired date and time can be achieved within the simulated period such as 

04 Aug 2006 12.00 hours to 10 Aug 2006 24.00 hours at one hour time interval. For present study, 

simulated results for 07 Aug 2006 at 08.00 hours was taken into consideration for validating with 

RADARSAT satellite image acquired on same date and time Figure 6 shows the RADARSAT image 

and its derived flood extent. 

 

 
 

Figure 6: Radarsat image during flood event and its derived flood extent on the right 

 

 
 

Figure 7: Simulated flood inundation layer 

 

The evaluated measures of fit F1 and F2 by using the GIS tools like Arc-GIS and ERDAS shown in 

Table 2. 
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Table 2: HEC-RAS model performance based on measures of fit 

 

Sr 

No. 

Correctly 

predicted 

cells A 

Over 

predicted 

cells B 

Under 

predicted 

cells C 

F1 

A/ (A+B+C) 

F2 

(A-B)/ 

(A+B+C) 

Flood 

observed 

(FO) 

Flood 

simulated 

(FS) 

 

 

FS/FO 

1. 142331 42476 49527 0.61 0.43 45272 43579.74 0.96 

 

Since F1 and F2 are closer to 1 indicates the accuracy of model performance which tends to be better 

and the ratio of flood simulated to flood observed is 0.96 this means 96 percent of inundated area is 

matched. The Figure 8 shows the variation of inundation with respect to time. 

 

 

Figure 8: Variation of flood Inundation with respect to time and discharge (Figure 5) 

 

The flood hazard Map was developed by considering the extreme inundation (maximum depth) 

simulated by the model. The hazard classification was done based on Japan ministry of land 

infrastructure and transport (MLIT) shown in Table 1. Figure 9 shows the flood hazard map for study 

area. 

 

The depth is classified into five classes from H1 to H5 shown in Figure 9. Many villages on east and 

west side of Sabari river and north and south side of Godavari river got affected. Total of 301 villages 

affected for study area out of which 36 villages are of extreme category. The villages falling in extreme 

category are Chidumurum, Chatti, Kummur, Bojaraigudem, Jallagudem, Markandeyulapeta, 

Tallagudem, Regulapadu, Abhicherla, Kuturgutta, Kuturu, Muluru, Bhagvanpuram, Repaka, 

Peddarukur, Ravigudem, Chinnaruku, Gundugudem, Chintharajupalle, Waddegudem, S. Kothagudem 

on the either side of Sabari River and Rekapalle, Pocharam, Pochavaram, Kukunoor, 

Tipurapendamedu, Gommuru, Morampalle, Nagineprolu, Dantenam, Tekulagudem, 

Peddagollagudem, Ramachandrapuram forest, Thathakur, Dacharam and Tirumalapuram are on 

Either side of Godavari River river. Same villages are also in the H3 and H4 hazard zone category. 
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Figure 9: Flood hazard map from maximum simulated depth 

 

6. Conclusion  

 

The HEC-RAS model performance shows better performance when compared to RADARSAT satellite 

image. Inundation increases with increases in discharge values as shown in Figure 2. The villages 

falling in extreme category H5are Chidumurum, Chatti, Kummur, Bojaraigudem, Jallagudem, 

Markandeyulapeta, Tallagudem, Regulapadu, Abhicherla, Kuturgutta, Kuturu, Muluru, Bhagvanpuram, 

Repaka, Peddarukur, Ravigudem, Chinnaruku, Gundugudem, Chintharajupalle, Waddegudem, S. 

Kothagudem on the either side of Sabari River and Rekapalle, Pocharam, Pochavaram, Kukunoor, 

Tipurapendamedu, Gommuru, Morampalle, Nagineprolu, Dantenam, Tekulagudem, 

Peddagollagudem, Ramachandrapuram forest, Thathakur, Dacharam and Tirumalapuram are on 

Either side of Godavari River are most vulnerable villages as depth simulated in some part of this 

villages are greater than 5 meters so people from this villages an event occasion are suggest to move 

towards higher elevation such that away from river towards northeast if village are on northern side of 

bank of Godavari river and move towards southeast if village are on southern side of bank of Godavari 

river. For Sabari river, villages lying on East side of are suggest to move towards east direction and 

villages lying on west side of Sabari river are suggested to move towards to the west side away from 

river. 
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Abstract Land cover indicates the physical land type on the earths surface in the form of waterbodies, 

vegetation etc. whereas land use refers to the human adjustments with the land. Human has been 

modifying the land as a resource to fulfill their own needs since time immemorial but recently changes 

in land use land cover is unprecedented at local, regional as well as at the world level. These changes 

builds an enormous pressure on the surrounding environment and leading to climate change and loss 

of biodiversity. Thus, an attempt has been made to detect changes in land use land cover classes in 

Dehradun district of Uttarakhand state. The study has been carried out for 10 years (2009-2019) 

through remote sensing approach using satellite imageries of LANDSAT-5 "TM" for March 2009 and 

LANDSAT-8 "OLI" & "TIRS" sensor for April 2019. Methodology based on supervised classification has 

been applied using maximum likelihood in QGIS. The current analysis resulted that the district 

Dehradun has experienced land use land cover changes rapidly, as the area occupied by vegetation 

was about 46 percent during 2009 has decreased to 28 percent in 2019. About 27.54 percent area 

covered by vegetation gets turned into agriculture, 4.60 percent area into urban/ built-up and 6 percent 

into barren land. Agriculture and Urban/ Built-up area has increased immensely. Other land use land 

cover classes such as waterbody and barren land has also undergone changes. Monitoring and 

mediating the consequences of LULC classes has therefore become a major priority of researchers 

and policymakers around the world. 

Keywords Change detection; Dehradun district; Land conversion matrix; Land use land cover 

 

1. Introduction 

 

Human relies on land as a resource for the fulfillment of there own needs thus land is an important 

natural resource from the developmental point of view. Basically land use and land cover are 

completely different terminologies but sometimes used interchangeably (Dimyati et al., 1996). Land 

cover indicates the physical land type on the earths surface in the form of waterbodies, vegetation etc. 

whereas land use refers to the human adjustments with the land. The land use land cover pattern of a 

region is an outcome of natural and socio-economic factors prevailing and their utilization by man over 

the time and space. Industrialization and other factors has recently encouraged the concentration of 

maximum populations in the urban areas (urbanization) and due to which giving way to depopulation 
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of their rural counterparts, along with the intensification of agriculture and abandonment of the 

marginal lands.  

 

Thus, land use land cover change detection is very essential for better understanding of the landscape 

dynamics during a given period of time (Kiefer Lillesand, 1987; Zhang, 2011) and to asses additions as 

well as the losses. Land use land cover change is an accelerating process worldwide which are mainly 

driven by the anthropogenic activities, which in turn changes the ecosystem (Ruiz-Luna and Berlanga-

Robles, 2003; Turner and Ruscher, 2004). 

 

The need of digital classification of land use land cover is necessary for the extraction of accurate 

results and thus lead to better understanding of relationships among human and various natural 

phenomenon and finally helps in decision making processes (Jokar Arsanjani et al., 2013; Pontius and 

Malanson, 2005). 

 

Use of Geospatial technology has become important in the field of land use land cover mapping of a 

region as it gives a detailed information about the land features in very less time with better accuracy 

(Selcuk et al., 2003). Introduction of satellite imageries with very high resolution and advancement in 

GIS technology has given way for more consistent monitoring of changes in land use land cover 

classes over the earth.  

 

Through this study an attempt has been made to map the status of land use land cover of Dehradun 

district of Uttarakhand for two time periods i.e. 2009 and 2019 and also to detect the changes that has 

been taken place during the last ten years using geospatial techniques. 

 

2. Materials and Methods 

 

2.1. Study Area 

 

Dehradun district is one the 13 districts of the state Uttarakhand, also the capital of the state lies in the 

same district. As of 2011 Census, it is the second most populous District, encompassing an area of 

3074.40 sq. km., extending in between 29
0
 57’ 56.44” North to 31

0
 1’ 127.13” North Latitudes and 77

0
 

38’ 19.57” East to 78
0
 14’ 24.53” East Longitudes (Figure 1). It has an area of 3088 sq. km. with the 

population size of 1696694. The district comprises of 7 tehsils, 6 developmental blocks and 767 

villages. Few places of national importance are present in the district such as Forest Research 

Institute, Indian Millitary Academy, Lal Bahadur Shastri National Academy of Administration and 

Survey of India. Temperate climate is found in most of the places in the district with the elevation of 

288 m to 3096 m. 

 

2.2. Database and Methodology 

 

A research methodology is the theme of any research work; it defines the way through which 

conclusion for the problem can be taken out. Generally, it includes the very first step to the end result 

(Figure 2). Collection of data for the present work is of secondary in nature. Toposheet from Survey of 

India, Remote Sensing Satellite Imageries acquired from US Geological Survey has been used.  

 

The base map of the district has been prepared with the help of SOI Toposheet and freely available 

maps of the concerned area. The base map of the district has been digitized and proper attribute data 

has been inputted in the QGIS environment.  

 

High resolution remote sensing satellite data of LANDSAT-5 with 7 spectral bands of March 31, 2009 

and LANDSAT-8 with 9 spectral bands of April 28, 2019 has been used for identification, classification 

and change detection of land use land cover classes for the period from 2009 to 2019.  
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The main tools used for processing, analysis and interpretation are QGIS (Free Source Software) and 

MS-Excel. 

 

 
                                                           Figure 1: Study area: Dehradun district 

 

 

 
Figure 2: Methodology chart 

 

2.2.1. Land Use Land Cover Classification 

 

A number of methods has already been invented for land use land cover classifications, which are 

known as unsupervised and supervised classification. Land use classification can be carried out based 

on the relative spectral similarity among the pixels may be either by an unsupervised method in group 

cases, or by a supervised method based on similarity of cases of predefined classes that have been 

characterized spectrally. In the present study supervised method of classification with maximum 

likelihood algorithm has been applied in QGIS so as to get the higher accuracy in classification. 
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Majorly five land use land cover classes have been identified: Urban/ Built-up, Agriculture, Barren, 

Vegetation and Waterbody.  

 

2.2.2. Change Detection of Land Use Land Cover and its Analysis 

 

To find out changes in land use land cover classes, post-classification detection method has been 

applied. Change information has been extracted by comparing pixels of the same class and thus the 

interpretation of the change has been done.  

 

Classified image pairs of two years i.e. 2009 and 2019 and compared using cross-tabulation in order 

to determine qualitative and quantitative aspects of the changes for the period of 10 years from 2009 

to 2019. A change matrix or land conversion matrix has been produced using QGIS software. All the 

tabulations related to the gains and losses among the land use land cover classes between 2009 and 

2019 has been done using MS-Excel. 

 

3. Results and Discussion 

 

The final results obtained through the analysis of multi-temporal satellite imageries are 

diagrammatically illustrated in Figure 3 (a) (b), 4 (a) (b) and data has been shown in Table 1 and 2. 

Figure 3 (a) (b) and 4 (a) (b) depicts land use land cover classification for the year 2009 and 2019. 

Table 1 and 2 shows changes in different land use land cover classes over the span of 10 years. A 

brief account of these results is discussed in the successive paragraphs. 

 

 
 

Figure 3 (a): Land Use Land Cover, 2009 (based on Landsat Satellite Imagery) 

 

3.1. Land Use Land Cover Classification 2009-2019 

 

The spatial distribution pattern of five land use land cover classes in Dehradun district for the year 

2009 has been shown in Figure 3 (a) while Figure 4 (a) depicts for the year 2019. Figure 3 (b) reveals 

that in 2009 out of the total area 46.56 percent (1431.71 km
2
) was under vegetation which is highest 

among all. 22.88 percent (703.60 km
2
) was under agriculture, 12.53 percent (385.40 km

2
) under 

urban/built-up, 11.54 percent (353.89 km
2
) under barren land and 6.49 percent (199.81 km

2
) was 

under waterbody. During 2019 as illustrated in Figure 4 (b), the area under different five land use land 

cover categories was found about 28.49 percent (876.15 km
2
) under vegetation, 36.92 percent 

(1135.19 km
2
) under agriculture land, 18.39 percent (564.65 km

2
) under urban/built-up, 13.43 percent 

(413.11 km
2
) under barren land and only 2.77 percent (85.27%) was under waterbody. 
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Figure 3 (b): Area under five land use land cover classes, 2009 

 

 
 

Figure 4 (a): Land use land cover, 2019 (based on Landsat Satellite Imagery) 
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Figure 4 (b): Area under five land use land cover classes, 2019 

 

3.2. Land Use Land Cover Changes 2009-2019 

 

Table 1 and 2 data reveals that various changes of +ve and –ve nature has occurred in five land use 

land cover classes pattern in Dehradun district during last one decade i.e 2009 to 2019. Out of all the 

five land use land cover classes, the area covered by class agriculture has immensely increased from 

703.60 km
2
 to 1135.19 km

2
 from 2009 to 2019 accounting for 14.04 percent of the area. The area 

under urban/ built up reach from 385.40 km
2
 to 564.65 km

2
 from 2009 to 2019 which leads to 5.86 

percent of the area. The Barren land class has also been slightly increased from 353.89 km
2
 in 2009 to 

413.11 km
2
 in 2019 contributing for 1.89 percent of area. The two classes of land use land cover have 

shown negative values in the study region. Vegetation has immensely decreased from 1431.71 km
2
 to 

876.15 km
2
 from 2009 to 2019 accounting for 18.07 percent of area. Also there is a slight decrease in 

the length of waterbodies from 199.81 km
2
 to 85.27 km

2
 from 2009 to 2019 accounting for 3.72 percent 

of area (Table 1). 

 

Table 1: Change in area (sq. km.) among land use land cover classes from 2009-2019 

 

Class 2009 2019 Change (2009-2019) 

Area in 

(sq. km.) 

Area in 

(%) 

Area in 

(sq. km.) 

Area in 

(%) 

Area in 

(sq. km.) 

Area in 

(%) 

Urban/ Built up 385.40 12.53 564.65 18.39 179.25 5.86 

Agriculture 703.60 22.88 1135.19 36.92 431.59 14.04 

Vegetation 1431.71 46.56 876.15 28.49 -555.56 -18.07 

Waterbody 199.81 6.49 85.27 2.77 -114.54 -3.72 

Barren 353.89 11.54 413.11 13.43 59.22 1.89 

Total 3074.40 100 3074.40 100 0.00 0.00 

Source: Calculated by Authors 

 

Table 2: Land conversion matrix (in %) for five land use land cover classes from 2009-2019 

 

LULC Classes (2009-2019) Urban/ Built-up Agriculture Vegetation Waterbody Barren 

Urban/ Built up 74 21.85 4.60 0.71 2.29 

Agriculture 8 51.49 27.54 14.52 18.42 

Vegetation 0.71 9.95 62 34.04 35.04 

Waterbody 0 0.04 0 42.88 0.89 

Barren 17 16.67 6.00 8.04 43.36 

Class total 100 100 100 100 100 

Source: Calculated by Authors 
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To understand how different land use land cover classes has changed into other uses over 10 years, a 

land conversion matrix (Table 2) has been prepared based on the percentage which in turn explains 

that: 

 

 Vegetation covered area of about 27.54 percent has turned into agriculture, 4.60 percent area 

under urban/ built up and 6 percent area under barren land; 

 Agriculture area of about 21.85 percent has turned into urban/ built up, 16.67 percent into barren 

land and 9.95 percent area into vegetation; 

 Barren land area of about 35.04 percent has turned into vegetation, 18.42 percent into agriculture,  

2.29 percent area into urban/ built up; 

 Under urban/ built up class, 17 percent of the area has been turned into barren land and 8 percent 

of area into agriculture; 

 About 34.04 percent area of waterbody has been turned into vegetation, 14.52 percent into 

agriculture, 8.04 percent into barren land and 0.71 percent into urban/ built up. 

 

4. Conclusion 

 

The work has been carried out for Dehradun district in the state of Uttarakhand advocates that multi-

temporal land use land cover classifications derived from high resolution satellite data provides 

suitable data to assess past as well as present changes in  land use land cover classes. 

 

The changes in land use land cover classes has been rapid. Urbanization has found to be among the 

major drivers of change, as the statistics of the change shows a drastic increase in the urban/ built-up 

area from 12.53 percent in 2009 to 18.39 percent in 2019. Also agriculture area has increased from 

22.88 percent to 36.92 percent and barren land area from 11.54 percent to 13.43 percent. Vegetation 

cover in the study area has immensely reduced from 46.56 percent in 2009 to 28.49 percent in 2019. 

Thus the results shows that there is a drastic increase of urban/ built-up area and agriculture area 

whereas reduction in green cover and waterbody area within the concerned district. As the rapid 

growth of the cities in Dehradun district as expected to progress, it can be expected that further 

urbanization will probably impact the overall vegetation cover in the . 

 

The present work itself explains that how important is the applicability of Geospatial Technology, it 

helps to analyze the lengthy temporal as well as spatial datasets with faster results in a more accurate 

manner which is in another way not at all possible with the use of conventional mapping techniques. 
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Abstract This study aimed to assess the historical Land use/land cover (LULC) changes and project 

the future (2025) LULC pattern in the Vea catchment based on Business as Usual (BAU) and 

afforestation scenarios of land use. Landsat Imagery of 1990, 2001, 2011 and 2016 were classified at 

overall accuracy assessment of 82%, 86%, 85% and 88% respectively. Major transitions were 

modeled using the Multi-layer Perceptron Neural Network algorithm, and the future scenarios maps of 

LULC were projected based on the Markov chain after validation of the Land Change Modeler. The 

results indicate the conversion of forest/mixed vegetation (23.1%) and grassland (76.9%) to cropland 

as the dominant LULC conversion from 1990 to 2016. An increase in cropland, built-up areas, and 

water bodies were observed while grassland and forest/ mixed vegetation decreased over the last 27 

years. The 2025 LULC simulation indicates continuous expansion of cropland at the expense of 

forest/mixed vegetation which is projected to decrease by 4.5% in 2025 for the BAU scenario. Under 

afforestation scenario, where forest/mixed vegetation and grassland are expected to increase, 

cropland is projected to decrease by 20% in 2025. These findings set a reference ground for 

sustainable land use governance through responsible planning and management of land and water 

resources by considering trade-offs between cropland expansion and ecosystems’ preservation in the 

Vea catchment. 

Keywords Cropland; Land change modeler; land use/land cover change; Vea catchment 

 

1. Introduction 

 

In the past decades, research has revealed unprecedented rates of land use/land cover (LULC) 

change which can be attributed to many factors including but not limited to overgrazing and rapid 

socio-economic development (WRC, 2008; Gyasi et al., 2011). These changes are responsible for the 

increasing land degradation and declining soil productivity (Braimoh and Vlek, 2004; Biro et al., 2013). 

According to the World Atlas of Desertification (WAD), over 75% of the Earth's land area is already 

degraded, and about 90% could become degraded by 2050 (Cherlet et al., 2018). Globally, Africa 
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accounts for 65% of the total extensive cropland degradation of the world (Thiombiano and Tourino-

Soto, 2007) and the situation is not different in the White Volta Basin (WVB) where the Vea catchment 

in Ghana is located.  

 

In the WVB, the issue of LULC change has been addressed by several studies (Daudze, 2004; Mahe 

et al., 2005; Abagale et al., 2009; Agyemang, 2009; Gyasi et al. 2011, Batuuwie, 2015). For example, 

Abagale et al. (2009) showed that the Nasia basin within the WVB has undergone considerable LULC 

change between 2000 and 2008 with a loss of 10% closed savannah, a decrease of 3.2% in open 

savannah woodland and an increase in built up areas from 2.7% to 11.4%. Similar observation was 

also made by the study of Baatuuwie (2015) that observed a decrease in the forest/dense woodland 

areas and an increase in settlement and cropland (46.5% to 49.2%) between 1990 and 2015 when 

they used a multidimensional approach to assess land degradation at Nawuni (a sub-basin within the 

WVB). However, these studies on LULC change in the WVB have been conducted on a scale which 

may ignore or over-simplify landscape features due to the coarse resolution of the underlying data 

(e.g. 250 m MODIS). Consequently, spatial details at local (watershed) scale are missing. 

Understanding spatial patterns of LULC at local scale is important for local level management and 

decision making, which is normally not possible with coarse regional scale products. By using a higher 

spatial resolution (30m) satellite image, this study seeks to provide future LULC information which will 

be relevant for improving land management at the Vea catchment due to the findings of earlier 

research reporting continuous degradation.  

 

In the Vea catchment, there are limited studies on LULC changes as well as projection of the future 

LULC specific to the catchment. Apart from broader scale studies (Daudze, 2004; Mahe et al., 2005; 

Batuuwie, 2015) covering the WVB, only Forkuor (2014) studied LULC changes in the catchment and 

revealed that the catchment is dominated by agricultural land, which occupied about 52% of the Vea 

catchment. Little effort has been made in projecting future LULC patterns which is essential for: (1) 

devising effective national land use plans and policies for sustainable development and (2) improving 

water and land management for effective implementation of the sustainable development goals (eg., 

SDG 15), in the context of climate change and climate variability. As LULC data are essential input to 

a number of biophysical and economic models, knowledge of future LULC patterns will be necessary 

in knowing the plausible state of our natural resources (e.g., water, land) in the future and devise 

appropriate strategies to avert calamity. The most widely used technique in obtaining this information 

is through the analysis of remotely sensed data in conjunction with ground data (Braimoh and Vlek, 

2004; Daudze, 2004). 
 

This study assessed the historical (1990 to 2016) LULC changes and projects the future (2025) LULC 

patterns in the Vea catchment based on Business-as Usual (BAU) and afforestation scenarios. The 

study provides the basis for understanding the past, present and future LULC patterns, and 

information to decision makers for sustainable land management in the Vea catchment.  

 

2. Materials and Methods 

 

2.1. Study Area  

 

The study area is the Vea catchment located between latitudes 10°30’- 11°08’ N and longitudes 0
o
 59’- 

0
o
 45’W (Figure 1). The Vea catchment is a sub-catchment of the White Volta Basin (WVB) with an 

area of about 308 km
2 
and covers mainly the Bongo and Bolgatanga districts in the Upper East Region 

of Ghana with a small portion in the south-central part of Burkina Faso. The climate of the catchment is 

controlled by the movement of the Inter-Tropical Discontinuity (ITD) over the West African region 

(Obuobie, 2008). Located in a semi-arid agro-climatic zone, the catchment crosses three agro-

ecological zones: the Savanna and Guinea Savanna zones in Ghana, and north Sudanian Savanna 

zone in Burkina Faso (Forkuor, 2014). The catchment is characterized by a uni-modal rainfall regime 

from May to October with a mean annual rainfall of about 956 mm which normally peaks in August 

(Larbi et al., 2018). The temperature is uniformly high with a mean annual value of 28.9
o
C and 
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potential evapotranspiration exceeds monthly rainfall for most part of the year, except the three wettest 

months of July, August and September (Limantol et al., 2016). The catchment is characterized by fairly 

low relief with elevation ranging between 89 m and 317 m (Figure 1) whereas the LULC is mainly 

dominated by cropland followed by grassland interspersed with shrubs and trees. Agriculture, which 

includes the cultivation of annual crops such as Vigna unguiculata (cowpea), Oryza sativa (rice), 

Sorghum bicolor, (sorghum) Pennisetum glaucum (millet), and Arachis hypogaea (groundnuts), is the 

main activity of the people in the catchment.  

 

2.2. Landsat Data Processing 

 

2.2.1. Landsat Images 

 

The 30m resolution Landsat Images for the years 1990, 2001, 2011 and 2016 (Table 1) covering a 

period of 27 years, were downloaded for two scenes based on availability and seasonal compatibility 

from the United States Geological Survey (USGS) GLOVIS website (USGS, 2017). A cloud cover 

criterion of less than 10% was used. In all cases, end of growing/harvest season (October and 

November) images were used to reduce the confusion between natural vegetation and agricultural 

lands, and to minimize interference due to cloud cover (Ruelland et al., 2008; Zoungrana et al., 2015). 

 

 
 

Figure 1: DEM map of Vea catchment with LULC ground truth data 
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Table 1: General characteristics of landsat images 

 

Date of acquisition Platform (sensor) Scene path and row (p, r) No. of bands 

2016-10-24 Landsat 8 (OLI /TIRS) p194r052; p194r053 11 

2011-10-24 Landsat 7(ETM+) p194r052; p194r053 8 

2001-10-27 Landsat 7(ETM+) p194r052; p194r053 8 

1990-11-02 Landsat 4/5(TM) p194r052; p194r053 7 

OLI: Operational Land Imager; ETM+: Enhanced thematic mapper, Thematic Mapper (TM); Bands used: 5, 4, 3 

and 2. 

 

2.2.2. Reference Data  

 

Reference data used for the classification and accuracy assessment were obtained from high-

resolution images of Google Earth, previous 2013 LULC map of the Vea catchment (Forkuor, 2014) 

and a field campaign using Global Positioning Systems (GPS). The google earth imagery is provided 

by digital globe and SPOT satellite over the study area with resolution between 10 m to 1.5 m. These 

datasets were collected to serve as a basis for image classification and accuracy assessment. The 

field campaign was conducted within the same dry season (January to March 2017) for best 

correlation between the 2016 Landsat image and the ground features. In all, a total of 250 reference 

points from both 2017 field campaign (150 points) and Google Earth Image (100 points) of the year 

2016 were collected. Sixty percent of the collected data were used for training and the remaining for 

validation. With the help of a handheld GPS device, a total of 150 polygons were created for five LULC 

types during the field survey. The polygons were created from 30 m X 30 m plots of a particular LULC 

type (eg. Cropland). Two hundred reference points from 2011 Google Earth Image and previous 2013 

LULC map of the catchment were used for the classification (58 points) and validation (142 points) of 

the 2011 image. The year 2001 Landsat image was classified (65 points) and validated (135 points) 

based on 200 points selected from Google Earth Image. Also, 215 points were collected for the year 

1990 of which 56 were used for classification and 159 points for validation. The samples were picked 

from areas that remained unchanged after loading the samples of the year 2001 on the 1990 Landsat 

image. 

 

2.3. Mapping and Accuracy Assessment 

 

2.3.1. Image Classification 

 

The LULC maps were produced based on the methodology outlined in Figure 2 by considering five 

LULC classes (Table 2) based on previous studies in the study area and the LULC classification 

scheme of the study by Forkuor (2014). A supervised image classification based on maximum 

likelihood algorithm - a statistical decision criterion that assigns pixels to the class of the highest 

probability was performed (Chander et al., 2009; Ahmad, 2012). The Landsat images of 1990, 2001, 

2011 and 2016 were classified based on training data obtained from both onscreen digitization of 

various LULC classes and part of the reference data collected for the various LULC classes. 

 

Table 2: Land use/land cover classification scheme modified from Forkuor (2014) 

 

LULC categories Description 

Water body 
Areas permanently covered with standing or moving water such as inland 

waters, waterlogged areas, wetlands, dams, dugouts and streams. 

Grassland 
Mainly the mixture of grasses and shrubs with or without scattered trees (<10 

trees per hectare) and areas covered with only grasses. 

Built-up areas Areas of human settlements, roads, artificial surfaces etc. 

Cropland 
Areas used for crop cultivation (irrigated and rain-fed agriculture), harvested 

agricultural land and bare soil. 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 3015 

 

Mixed vegetation/ Forest 
Areas with dense trees usually over 5 m tall, riparian vegetation, shrubs and 

trees. 

 

2.3.2. Accuracy Assessment 

 

The aim of accuracy assessment is to quantitatively determine how effectively pixels were grouped 

into the correct feature classes in the area under investigation. Accuracy assessment of the classified 

image of the year 1990, 2001, 2011 and 2016 were performed using reference data. An error or 

confusion matrix which is one of the most widely used accuracy assessment method (Congalton and 

Green, 2009) was generated for all the LULC classes. The error of omission or producer’s accuracy, 

error of commission or user’s accuracy, overall accuracy and the Kappa value were determined for 

each classified LULC map. 

 

2.4. Scenarios Development  

 

Developing scenarios of future LULC conditions is important for a variety of research themes, including 

hydrologic change and water availability (Wilk and Hughes, 2002). In developing countries such as 

Ghana, due to the complex land tenure systems, land use change is a relatively uncontrolled process 

compared to developed countries. In this study, two different LULC change scenarios, i.e., Business-

as-usual (BAU) and afforestation scenarios (Table 3) were considered. The afforestation scenario was 

created by altering the probability matrices for cropland, grassland and forest/mixed vegetation 

produced from the Markov chain analysis by limiting the probability that grassland and forest/mixed 

vegetation would be converted to cropland. 

 

Table 3: Land use/land cover change scenarios 

 

Scenarios type Description 

Business- -as-usual 

 

The future 2025 LULC map is produced based on the historical trend of LULC 

transitions (expansion in cropland at the expense of natural vegetation) from 

1990 to 2016. 

Afforestation Increase in natural vegetation (forest/mixed vegetation and grassland) by 15% in 

the future 2025 by limiting the expansion of cropland. 

 

2.5. Change analysis and modelling  

 

2.5.1. Post Classification Change Analysis using the Land Change Modeler 

 

Diverse modelling tools have been applied to analyse LULC dynamics over the past years with each 

tool producing different degrees of accuracy (Wu and Webster, 2004). Embedded in IDRISI software 

are various land use modelling tools such as the Land Change Modeller (LCM), Cellular Automata 

(CA), CA_Markov, GEOMOD, and STCHOICE which are commonly used (Eastman, 2006). For short-

term projections, mostly ten years or less, LCM has been noted to provide good projection accuracy in 

LULC change analysis (Roy et al., 2014). Moreover, compared to other models that project LULC 

change based on supervised classifications, the LCM produces more accurate output due to the 

robust nature of the Multi-layer perceptron (MLP) neural network used in LCM (Vega et al., 2012). 

These reasons guided the choice of the LCM to project the LULC changes in the Vea catchment for 

the 2025 horizon. 

 

The LULC change analysis and the scenarios maps for the Vea catchment were produced in the LCM 

using the following procedure: change analysis, transition potential modelling, model validation and 

change projection (Figure 3). The model evaluates LULC change between two sets of images of 

different dates, same legend, and spatial characteristics, and presents the change results in graph and 

map forms (Megahed et al., 2015). In this study, the LULC changes for the four time periods (1990 to 
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2001, 2001 to 2011, 2011 to 2016 and 1990 to 2016) were performed by post-classification 

comparison technique, a widely used approach for LULC change detection (Mahmoud et al., 2016). 

The LULC change analysis was performed using the change detection module in the LCM which 

provides information on; gains and losses of each LULC class, the net change which is the difference 

between the gains and losses of each class, contributors to the net change experienced by each class, 

and the transition of areas among each LULC class that has occurred between two different dates 

(Eastman, 2006).  

 

2.5.2. Transition Potentials Modelling using the Multi-layer Perceptron Neural Network 

 

The LULC maps of the year (2001t1 – 2011t2 and 1990t1 – 2016t2) were used as inputs to produce the 

transitions. The change analysis module was used to identify the most dominant transitions (grassland 

to cropland, forest/mixed vegetation to cropland and forest/mixed vegetation to grassland) which were 

used to create transition potential maps required for modelling by setting a threshold of 1000 hectares. 

The likelihood of transformation from other classes to cropland (Evidence likelihood image) was 

created using the change maps. The LCM employs logistic regression, SimWeight and Multi-Layer 

Perceptron (MLP) neural network as modelling algorithms to model transition variables. The MLP 

neural network was employed in this study to produce the transition potential maps. The MLP is 

extensively enhanced and requires no user intervention, with the ability to model several transitions at 

a time, and also capable of modelling non-linear relationships (Eastman, 2006). The MLP neural 

network operates as a feedforward artificial neural network (ANN) model with uni-directional data flow 

through hidden layers in between (Nazzal et al., 2008). The neural network training is based on a 

supervised training algorithm which is a common method of training ANN. The transition potential 

maps for the LULC changes were produced with MLP accuracy rate (85%) which is within the 

acceptable range (Eastman, 2006). 

 

 
 

Figure 2: Flowchart of LULC mapping, change analysis and modelling 
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2.5.3. LCM Validation and Change Projection  

 

The LCM model projective power was assessed using the Cramer’s V by modelling the transitions 

from 1990-2001 using the transition sub model after setting the driver variable (Evidence likelihood 

variable) which is obtained from the historical changes between 1990 and 2001), to produce the 

transition potentials required to project the 2011 LULC map using the Markov chain. The Markov chain 

calculates how much land transition from one class to another from time to to t1 in each transition 

based on the historical rate of LULC changes (Eastman, 2006; Olmendo et al., 2015). To validate the 

LCM, the statistical approach which examines the agreement between a pair of maps that show any 

categorical variable, and can have any number of categories was used (Pontius and Chen, 2008). The 

output of the simulated 2011 map was compared with the real or classified map of 2011 using the 

validation module to evaluate the accuracy of the model through the application of Kappa Index 

(Pontius, 2000; Langley et al., 2001) which includes; overall accuracy of simulation run (Kno) and the 

level of agreement of location (Klocation). The Kappa value ranges from -1 which indicates no agreement 

to 1 which indicates perfect agreement (Pontius, 2000). This is done to ascertain the quality of the 

projected map and the actual LULC map. Comparison between changes indicated by the real map to 

the change shown by the simulated map over the validation period was made. After validation and 

assessment of the model, the LCM was used to project the future LULC scenarios maps for the year 

2025 based on the same driving variable and the historical LULC change between 1990 and 2016 by 

going through the procedure defined in Figure 2. 

 

3. Results 

 

3.1. Accuracy Statistics and LULC Change Analysis 

 

The accuracy assessment results of the classified LULC maps indicate overall classification 

accuracies of 82% (1990), 86% (2001), 85% (2011), 88% (2016) and Kappa statistics above 0.8 

(Table 4a - 4d). 

 

Table 4: Accuracy statistics of the classified land use/land cover maps 

 

(a) Year 1990; Overall accuracy = 82.3%; Kappa = 0.8 

 

LULC 
Reference image Reference 

totals 

User 

accuracy (%) 

Producer 

accuracy (%) 1 2 3 4 5 

Cropland 31 5 3 0 0 39 79.5 77.5 

Grassland 4 30 6 0 0 40 75.0 75.0 

Forest/mixed vegetation 3 5 32 0 0 40 80.0 78.0 

Built-up Areas 2 0 0 28 0 30 93.3 100.0 

Water bodies 0 0 0 0 10 10 100.0 100.0 

Classified total 40 40 41 28 10 159   

 

(b) Year 2001; Overall accuracy = 85.9%; Kappa = 0.84 

 

LULC 

Reference image 
Reference 

total 

User 

accuracy 

(%) 

Producer 

accuracy 

(%) 
1 2 3 4 5 

Cropland 30 3 1 0 0 34 88.2 78.9 

Grassland 4 27 3 1 0 35 77.1 81.8 

Forest/mixed 

vegetation 
1 3 26 0 0 30 86.7 86.7 

Built-up Areas 3 0 0 22 0 25 88.0 95.7 

Water bodies 0 0 0 0 11 11 100.0 100.0 

Classified total 38 33 30 23 11 135   
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(c) Year 2011; Overall accuracy = 84.5%; Kappa = 0.82 

 

LULC 

Reference 

image 
  Reference 

total 

User 

accuracy 

(%) 

Producer 

accuracy 

(%) 1 2 3 4 5 

Cropland 31 4 3 1 0 39 79.5 83.8 

Grassland 3 24 5 0 0 32 75.0 77.4 

Forest/mixed vegetation 1 3 30 0 0 34 88.2 78.9 

Built-up areas 2 0 0 23 0 25 92.0 95.8 

Water bodies 0 0 0 0 12 12 100.0 100.0 

Classified total 37 31 38 24 12 142   

 

(d) Year 2016; Overall accuracy = 88%; Kappa = 0.86 

 

 

LULC 

Reference image Reference 

total 

User 

accuracy 

(%) 

Producer 

accuracy 

(%) 1 2 3 4 5 

Cropland 26 2 1 0 0 29 89.7 83.9 

Grassland 3 22 1 0 0 26 84.6 81.5 

Forest/mixed vegetation 1 2 20 0 0 23 87.0 90.9 

Built up areas 1 1 0 14 0 16 87.5 100.0 

Water bodies 0 0 0 0 6 6 100.0 100.0 

Classified total 31 27 22 14 6 100   

 
The LULC classification results of the year 1990, 2001, 2011, 2016 and the area under each LULC 

type are shown in Figure 3 and Table 5 respectively. Cropland was found to be dominant in the LULC 

maps of the year 2001 (40.62%), 2011 (54.09%) and 2016 map (56.64%) with the southern part of the 

catchment mostly dominated by natural vegetation (forest/mixed vegetation and grassland) as shown 

in Figure 4. The changes in LULC from 1990 to 2001, 2001 to 2011, 2011 to 2016 and 1990 to 2016 in 

terms of the net change of the LULC classes which were analyzed by the LCM are shown in Figure 4 

and Table 5. The most dominant LULC change was the conversions of grassland to cropland, followed 

by the conversion of forest/mixed vegetation to cropland within the last 27 years. Between 1990 and 

2001, cropland increased by 22.87% followed by built-up areas (22.46%) while grassland decreased 

by 25%. Between 2001 and 2011, cropland continued to increase by 24.9% together with built- up 

areas (25.3%) while grassland and forest/mixed vegetation decreased by 34.6% and 20.7% 

respectively. During the last five years (2011 to 2016), built-up areas continued to increase by 39.14%, 

followed by water bodies (12.87%) and cropland areas (4.50%), while grassland and forest/mixed 

vegetation decreased further (Table 6). Between 1990 and 2016, forest/mixed vegetation and 

grassland decreased by 20.8% and 44.9% respectively, while cropland, water bodies and built-up 

areasshowed an increase. The results of the rate of change (Table 6) of the LULC types showed that 

built- up areas, cropland and water bodies increased at an annual rate of 0.04, 3.0 and 0.01 km
2 

respectively while grassland and forest/mixed vegetation cover decreased at an annual rate of 2.6 and 

0.45 km
2
 respectively within the last 27 years. 

 

Table 5: LULC classification statistics with area in km
2
 (%)

 
from 1990 to 2016 

 

 

 

LULC Class 1990 2001 2011 2016 
Area coverage (%) 

1990 2001 2011 2016 

Cropland 96.53 125.15 166.64 174.50 31.33 40.62 54.09 56.64 

Grassland 150.33 120.26 89.38 82.72 48.80 39.04 29.01 26.85 

Built-up areas 0.69 0.89 1.02 1.67 0.22 0.29 0.33 0.54 

Water bodies 4.56 5.35 4.27 4.90 1.48 1.74 1.39 1.59 

Forest/mixed veg. 55.96 56.42 46.76 44.28 18.17 18.31 15.18 14.37 
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Figure 3: Spatial distribution of land use/cover maps of the Vea catchment for 1990, 2001, 2011 and 

2016 

 

Table 6: Change statistics and rate of change of LULC type from 1990 to 2016 

 

NB: Percentage change in LULC type is found in the bracket. 

 

3.2. Contributors to the Changes in Land Use/Land Cover  

 

In order to observe the transformations from all other LULC classes to cropland, charts of contributors 

(LULC types which are converted to other LULC type) to cropland area dynamic over the 27 year 

period expressed in hectares were produced (Figure 4). The main contributing factor to the expansion 

in cropland within the last 27 years was grassland followed by forest/mixed vegetation. From 1990 to 

2001, grassland contributed about (20%) to the increase in cropland followed by forest/mixed 

vegetation (14%). Similar observations were made from the year 2001 to 2011, and 2011 to 2016, 

LULC Class 

Area change ( km
2
) Rate of change (km

2
) per year 

1990- 

2001 

2001- 

2011 

2011- 

2016 

1990- 

2016 

1990- 

2001 

2001- 

2011 

2011-

2016 

1990- 

2016 

Cropland 
2862 

(22.8%) 

4149 

(24.9%) 

786 

(4.5%) 

7797 

(80.7%) 
2.60 4.15 1.57 3.00 

Grassland 
-3007 

(-25%) 

-3088 

(-34.6%) 

-666 

(-8.1%) 

-6761 

(-44.9%) 
-2.73 -3.09 -1.33 -2.60 

Built-up areas 
20 

(22.4%) 

13 

(25.3%) 

66 

(39.1%) 

98 

(58.6%) 
1.8 0.01 0.13 0.04 

Water bodies 
79 

(14.7%) 

-108 

(-12.3%) 

63 

(12.8%) 

34 

(6.9%) 
0.07 -0.11 0.13 0.01 

Forest/mixed 

vegetation 

45 

(0.8%) 

-966 

(-20.7%) 

-248 

(-5.6%) 

-1168 

(-20.8%) 
0.04 -0.97 -0.50 -0.45 
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where grassland and forest/mixed vegetation were the main contributors to the increase in cropland in 

the Vea catchment. 

 

 
 

Figure 4: Contribution to net change in cropland (in hectares) by forest/mixed vegetation and grassland for 1990-

2001, 2001-2011, 2011-2016 and 1990-2016 

 

3.3. Model Validation  

 

The results of the overall Cramer’s V test of projective power of the LCM as presented in Table 7 

indicate Cramer’s V value greater than 0.4. Comparison of the modelled and classified LULC maps of 

2011 (Figure 5 and Table 8) showed minor differences between the simulated and actual maps. In the 

simulated map (Figure 5), the area for cropland was a little underestimated while grassland was a little 

overestimated especially in the northern part of the catchment. The statistical validation of the 

simulated change in 2011 and the corresponding error is shown in Table 8. A simulated change of 

29.22 km
2
 of cropland which is less than the actual change of 41.49 km

2
 was observed with an error of 

7.3%. The Kappa value which is related to the location and quantity of the image was observed to be 

high when the modelled and classified LULC maps were compared. The overall accuracy of simulation 

run (Kno) and the level of agreement of location (Klocation) values were found to be 80.47% and 78.35% 

respectively. This indicates that the LCM was capable of projecting the 2011 LULC map by simulating 

the historical changes that occurred from the year 1990 to 2001, hence is capable of projecting a 

reasonable result for the year 2025. Between 1990 and 2016, the contribution from grassland and 

forest/mixed vegetation to cropland were 76.9% and 23.1% respectively. 

 

Table 7: Cramer’s V test for each LULC 

 

Evidence 

likelihood 

variable 

Overall 

Cramer’s 

V 

Water 

bodies 
Cropland 

Forest/mixed 

vegetation 
Grassland 

Built-up 

areas 

(1990-2001) 0.5549 0.2155 0.9042 0.6393 0.3351 0.0577 

(1990-2016) 0.4668 0.2726 0.6180 0.2334 0.0474 0.00 

 

 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 3021 

 

 
 

Figure 5: Simulated and actual LULC maps of 2011 

 

Table 8: Comparison between actual and simulated LULC area statistics (in km
2
) for the year 2011 

 

NB: Values in the bracket indicate simulated change and actual change in km
2
 during the validation period.  

 

3.4. Simulation of LULC Changes 

 

The outputs from the Markov chain projection of the future 2025 LULC maps for the two LULC change 

scenarios are shown in Figure 6. In BAU scenario, as shown in Table 9, there is an evidence of 

potential increase in cropland at the expense of natural vegetation (grassland and forest/mixed 

vegetation) from 56.6% in 2016 to 57.5% in 2025. Grassland is projected to increase from 26.8% to 

28.5% which can be attributed to the projected decrease in forest/mixed vegetation from 14.4% to 

11.8% by the year 2025. There were no changes in water bodies and built-up areas due to the fact 

that the model considered the major transitions that occurred over the past years. In the case of 

afforestation scenario, which considers limitation in cropland expansion by promoting vegetation 

growth while ensuring food security, there would be a potential increase in forest/mixed vegetation 

from 14.4% in 2016 to 15.3% in 2025. Grassland is projected to increase from 26.85% in 2016 to 

31.3% in 2025, while cropland decreased from 56.6% to 51.3%
 
by 2025.  

 

 

 

 

 

 

 

LULC Class 2001 
Area coverage (km

2
) Simulated-Actual 

or error (km
2
) Actual 2011 Simulated 2011 

Cropland 125.15 166.64 (41.49) 154.43(29.28) -12.21(7.3%) 

Grassland 120.26 89.38(-30.88) 97.97(-22.29) 8.59(9.6%) 

Built-up areas 0.89 1.02 (0.13) 0.95(0.06) -0.07 (6.7%) 

Water bodies 5.35 4.27 (-1.08) 4.35(-1.0) 0.08 (1.9%) 

Forest/mixed veg. 56.42 46.76 (-9.66) 50.42(-6.0) 3.66 (7.8%) 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 3022 

 

 

 
 

Figure 6: LULC maps for the year 2016 and for the two 2025 scenarios (BAU and afforestation) 

 

Table 9: Projected LULC area statistics (in km
2
) for the year 2025 relative to baseline (2016) 

 

 

4. Discussion 

 

4.1. Classification Accuracy, LCM Model Projection and Validation 

 

This study assessed the changes in LULC over period 27 years and modelled the changes to produce 

the future 2025 scenario maps of LULC conditions in the Vea catchment using the LCM. The accuracy 

of the LULC classification observed in this study can be attributed to the heterogeneity of the study 

area and the likely confusion between grassland and cropland due to the mono-temporal data used. 

This is in line with the observation made by Zoungrana et al. (2015) that the confusion between natural 

vegetation and agricultural lands are minimized when late-season images (eg. October images) are 

classified. However, Forkuor (2014) noted that the heterogeneity of the Vea catchment whereby 

grasses and trees are intermixed with harvested croplands can be seen as a major contributing factor 

to the spectral confusion between grassland and cropland. In terms of the model projection accuracy, 

LULC Class Baseline 2016 
Future 2025 scenarios 

BAU afforestation 

Cropland 174.50 (56.6%) 177.04 (57.5%) 155.5 (51.3%) 

Grassland 82.72 (26.8%) 88.06 (28.5%) 94.55 (31.3%) 

Built-up areas 1.67 (0.5%) 1.67 (0.5%) 1.02 (0.5%) 

Water bodies 4.90 (1.6%) 4.90 (1.6%) 4.90 (1.6%) 

Forest/mixed vegetation 44.28 (14.4%) 36.40 (11.8%) 46.66 (15.3%) 
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an overall Crammer’s V value of 0.55 (1990-2001) and MLP neural network accuracy rate of 85% were 

achieved and according to Eastman (2006), a Cramer’s V value above 0.4 and accuracy rate of about 

80% is acceptable in modelling.  

 

The model validation results based on the comparison between the actual and simulated 2011 LULC 

map obtained from this study can be attributed to the nature of the model. It was noticed that the 

simulation in our study shows less change than the actual change (Table 8) during the validation 

period (2001-2011). Also, some LULC changes were not relatively well simulated by the model during 

the validation period which according to Olmendo et al. (2015) can be attributed to the acceleration of 

changes that occurs in the reference year which does not show during calibration period. According to 

Robertson and Swinton (2005), if the changes during the calibration interval which in this case 1990-

2001 are not stationary with the changes during the validation interval (2001-2011) as shown in Table 

6, then an extrapolation from the calibration interval to the validation interval will probably have 

systematic errors which will affects the accuracy of projection. Moreover, the differences between the 

simulated and actual LULC maps and the reported Kappa statistics can be attributed to the fact that 

Land changes involve complex processes that are shaped by dynamic, non-linear human-nature 

interactions, which can be difficult for the available variable and algorithm to capture (Perez-Vega et 

al., 2012; Kolb et al., 2013).  

 

4.2. Spatio-Temporal Analysis of Historical LULC Changes 

 

The historical LULC change analysis indicated a loss of vegetation in the southern part of the Vea 

catchment in the year 1990 which can be attributed to deforestation (cutting down of trees for charcoal 

production and timber) and agricultural expansion. Between 1990 and 2016, forest/mixed vegetation 

area which consist of forest, riparian vegetation, shrubs and closed woodland were found to have 

decreased due to cropland expansion over the past 27 years. However, in 2001, there was an 

increase in vegetation at the southern part of the catchment and this can be attributed to measures 

such as the enforcement of the forest protection laws put in place to protect the area and the creation 

of forest reserves. The observed decrease in natural vegetation is similar to the results obtained by 

Daudze (2004), who found a decrease in woodland and mixed vegetation in the same region from 

1986 to 2000 due to an increase in agricultural area and bare land. The LULC change dynamics 

mainly the conversion of natural vegetation to cropland observed over the last 27 years have also 

been reported by other studies such as Braimoh and Vlek (2004); Mahe et al. (2005) in the same 

region. These changes in LULC can be attributed to human activities such as farming in this region. 

Farming in this region is characterized by low inputs i.e little or no amendment, continuous cropping, 

with farms usually expanded and scattered across the landscape to increase yield (Boateng, 2013). 

Apart from farming activities, overgrazing by cattle, firewood or charcoal production are all contributory 

factors to the loss of natural vegetation in this region (Gyasi et al., 2011; Agyemang, 2007).  

 

The revealed expansion in cropland over the past 27 years confirms the results obtained by studies 

such as Forkuor (2014); Boateng (2013); Ruelland et al. (2010); Brinkmann et al. (2012) in similar 

regions. For example, a study by Baatuuwie (2015) found an increase in settlement/cropland from 

46.1% to 49.2% between 1990 and 2013 at the Nawuni basin, for which Vea is a sub-catchment. 

Similarly, Awotwi et al. (2014) also observed an expansion in agricultural land from 1990 to 2006 as a 

result of clearing of savannah and grassland in the White Volta basin where the Vea catchment is 

located. The expansion in cropland in the Vea catchment can be attributed to numerous factors such 

as; increase in socio-economic activities of the area and construction of a number of small dams 

together with the Vea dam over the last 27 years for irrigation, which as a result has increased the 

cultivation of crops such as cereals (maize and rice) and legumes in the area. In terms of built-up 

areas, an increase from 0.22% (1990) to 0.54% (2016) was noticed, which is a sign of an increase in 

population and socio-economic development at the catchment. Although the number of dams 

increased between the year 2001 and 2011, the decrease in water bodies from 1.74% to 1.39% is 

possibly due to severe siltation of the Vea dam during that period. Also, Conventional tillage and 
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continuous cropping and grazing practiced by the majority of farmers along the steep slope upstream 

of the Vea dam induces erosion and hence siltation of the reservoir (Baatuuwie, 2015). Between 2011 

and 2016, the water body increased from 1.39% to 1.59% and this can be attributed to the increase in 

mean annual rainfall of the Vea catchment over the period observed by the study of Larbi et al. (2018).  

 

4.3. Relevance of Results to achieving National and International Goals 

 

The results obtained in this study, though at local scale, are essential for (1) the formulation and 

implementation of national developmental policies (e.g., the Ghana Shared Growth and Development 

Agenda II - GSGDA II) (FAO, 2017); (2) attainment of United Nation’s sustainable development goals 

(SDGs) and (3) input to biophysical and economic models for decision making. 

 

The GSGDA II outlines the policies and strategies to be adopted by the Government of Ghana (GoG) 

to combat the negative effects of climate change on socio-ecological systems. Ghana has a local 

government structure which permit local scale implementation of national policies through local 

government institutions (e.g. metropolitan, municipal and district assemblies - MMDAs) and ministries 

(e.g. Food and Agriculture; Environment, Science, Technology and Innovation; lands and forestry). As 

the Vea catchment forms a substantial part of two local government divisions, i.e. Bongo district and 

Bolgatanga Municipal, results obtained can contribute to achieving local scale objectives/targets in 

land use planning and climate change adaption. Due to the country’s abundant endowment of natural 

resources, the GSGDA II identifies the following, amongst others, as some of the broad areas for 

policy intervention in a bid to develop the country and attain economic prosperity: (1) natural resource 

management and minerals extraction, (2) biodiversity management, (3) protected areas/forest 

management and (4) land management and restoration of degraded forests. In this regard, the 

objectives and results of this study, especially the projected patterns of LULC, will enable the relevant 

national authorities to formulate future-relevant natural resource policies needed for the sustainable 

use of resources and achievement of economic prosperity. For example, based on the results 

presented in section 3.4, the scenario selected by decision makers will be key to determining which 

land management policies should be pursued to ensure environmental sustainability and food security.  

 

On one hand, pursuit of results of BAU scenario, which projected further increase in cropland area, will 

mean the promotion of agricultural management practices/policies that reduce GHG emissions, such 

that the projected increase in cropland area will not necessarily lead to increasing GHG emission and 

subsequent negative climate change repercussions. Previous studies in Ghana have shown how 

cropland expansion, coupled with unsustainable agricultural practices increase CO2 emissions 

(Asumadu-Sarkodie and Owusu, 2016). On the other hand, selection of results of afforestation 

scenario, which projected an increase in natural/semi-natural vegetation, will mean the formulation and 

promotion of sustainable agricultural intensification and modernization programs. Chartres and Noble 

(2015) observed that a reduction in cropland area will not lead to food insecurity even if GHG 

emissions are significantly reduced through afforestation. Food demand is bound to increase in the 

near future due to the continuous rise in population. This requires the formulation and promotion of 

policies that will increase agricultural productivity while maintaining ecological integrity (Robertson and 

Swinton, 2005). In addition to considering results of the two scenarios separately, policy makers also 

have the option of considering different aspects of the two in formulating appropriate national policies. 

 

Apart from its usefulness for formulating and implementing national policies and programs, the results 

of this study can contribute to assess and monitor progress towards attaining SDGs (e.g., 2, 6, 13, 15). 

In the case of SDG 15 (life on earth), for example, information on historical, present and future 

patterns of LULC are essential data for the derivation of indicators needed to monitor relevant targets. 

The continuous reduction of forest land in the study area (past and future) as found by this research is 

important information for the derivation of indicators 15.1.1 and 15.2.1 (FAO, 2017), which can be 

used to access the progress a country is making towards achieving SDG 15. Specifically, comparison 

of calculated indicators (e.g. Forest area as a proportion of total land area) based on the projected 
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LULC (up to 2025) and the present state (e.g. 2016), can assist policy makers to formulate appropriate 

forest management policies that will ensure the attainment of the targets by 2030. Similarly, using 

results of this study in biophysical models will generate results that will help in achieving other SDGs. 

For example, previous studies have showed that LULC changes affect the quality and quantity of 

surface runoff and therefore availability of water resources. Using a physically-based hydrological 

simulation model and land use scenarios, Yira et al. (2017) found that land use changes such as 

cropland expansion and savanna degradation increases peak discharge and alters the flood risk of 

populations. The future LULC patterns projected by this study, when used as input to such simulation 

models, can provide useful insights into future changes in water availability and an appreciation of 

whether or not SDG 6 can be achieved. Climate change related risks such as floods and droughts, 

which have been found to be increasing in recent years (Sylla et al., 2015), can also be minimized 

when appropriate measures are taken based on results of such simulations. 

 

5. Conclusion 

 

This study analyzed the historical (1990-2016) LULC changes in the Vea catchment and used the 

Land Change Modeler to project LULC up to 2025 LULC based on two scenarios. The outputs from 

Maximum likelihood classification of the Landsat images show an expansion in cropland at the 

expense of natural vegetation (forest/ mixed vegetation and grassland) for the period under 

consideration. The study also found out that cropland expansion over the past years in the catchment 

will become the main feature of LULC change especially in forest/mixed vegetation areas under BAU 

scenario. However, the area covered with vegetation showed an increase in the future under the 

afforestation scenario. The study demonstrated the ability of the LCM in projecting the future LULC 

condition of the study area with accuracy above 80% minimum acceptable degree of accuracy without 

considering exogenous factors (eg. socio-economic data, land policy and biophysical factors). The 

study recommends in future integration of these factors if possible and the application of other land 

use change models to improve the accuracy of the future projection. The future LULC condition under 

BAU scenario calls for the need to make a reasonable land use plan with an emphasis on controlling 

cropland expanding into forested and water bodies areas in the catchment. Furthermore, Sustainable 

Agriculture Land Management (SALM) practices must be adopted to intensify production without 

necessarily converting the remaining land cover of the catchment. The outcome of this study is 

promising for West Africa where information on historical, present and future patterns of LULC is 

essential for the mitigation and adaptation strategies in the context of climate change. Results of this 

study will contribute to devising effective land use plans and policies for climate change adaption, 

support progress monitoring and attainment of UN SDGs and improve climate, water and land 

simulation models for effective decision making.  
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Abstract A Flow duration Curve (FDC) and eco-metrics are one of the principal techniques employed 

to study the changes in flow regimes and flow discharge in any river basin. Stream flows vary widely 

over a year and this variability can be assessed by using FDC’s which is a curve plotting stream flows 

(Q) on the vertical axis and the percent of time the flow is equalled or exceeds (P) a critical discharge 

threshold on the horizontal axis for a particular river basin. Flow Duration curves (FDCs) are 

imperative instruments which are fundamental for water asset distribution and administration, which 

can further be analysed to get a great deal of hydrological data to understand the impact of climate 

changes on water asset frameworks. Results got from the flow duration curves are required by 

hydrologists and specialists associated with various water asset ventures such as assessing the 

hydropower capabilities of a waterway, stream health, surge control examines such as recurrence 

outlines, runoff estimations, figuring the dregs stack and broken down solids of a stream, and 

contrasting the adjacent catchments. Apart from these classical uses, the FDCs can also be used to 

survey the health status of the streams in terms of its ecological status. The present study has been 

undertaken with an objective to identify the ecological health status of the Tawi River, based on eco-

flow metrics. Eco-surplus and eco-deficit are known as the indicators of Hydrologic Alteration (IHA) 

and are used to study intra and inter annual variations in river flows. The daily stream flow data at 

Gulab Singh Bridge, Jammu from the Hydrological Data Centre of the Central Water Commission 

(CWC), Jammu has been used to develop the Flow Duration Curve (FDCs) for the different periods 

like daily, monthly, annual etc. Finally, 10- daily time series have been used to identify the ecosurplus 

and the ecodeficit years and their respective magnitudes. Further, an eco-flow metric for the Tawi 

River was prepared for the 30 years daily discharge data from the period 1977 to 2007. The results of 

the study conclude that Tawi River is an ecosurplus river, in most of the years of the study period. The 

ecology of Tawi River is at par for the study period except for the years 1999 and 2000. Although the 

ecology is under sustaining conditions, but the metric has been falling in course of time, which can be 

a signal of ecological deterioration in the future. 

Keywords Flow duration curve (FDC); Ecosurplus; Ecodeficit; River ecology; Tawi river 
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1. Introduction 

 

Changes in stream administration, stream health and waterway releases are usually seen in a 

substantial number of streams worldwide as a result of natural and environmental changes. However, 

the qualities and the results occurring from such changes are not completely comprehended. River 

discharge or stream flow is the most important part of the hydrological cycle for its very close 

connection to water assets. River flow characteristics such as flow discharge and duration, and eco-

statistics are critical parts to understand the ecological integrity, processes and changes taking place 

in these river ecosystems. Many earlier studies have suggested that climatic changes would deeply 

influence the water cycle resulting in expansion of extreme climatic events worldwide. The resulting 

climatic variations will significantly modify the regional river discharges and seasonal flow regimes. 

Escalated human activities such as modified land use patterns, artificial water intake, and construction 

of dams and reservoirs, have also directly impacted the stream flow and altered the natural river flow 

regimes for the past few decades. 

 

Changes in river and stream discharges and flow regimes have been analysed by an ever-increasing 

number of analysts in various parts around the world. To date many researchers and scientists 

worldwide, have developed methods to relate flow statistics to ecological health in order to quantify 

and characterize the effects of hydrologic modifications on river ecosystem integrity. To assess the 

impact of flow statistics on ecosystem integrity various indicators or hydrological metrics have already 

been developed. The indicators of Hydrologic Alteration (IHA) which were developed by Richter, 

Baumgartner, Powell, and Braun (1996) are one of the most widely used metrics to assess the 

changes on flow regimes due to different flow regulations. Eco-deficit and eco-surplus can be 

calculated for any time period and indicates the overall loss or gain in stream flows due to flow 

regulation imposed during that period (Vogel et al., 2007). Based on the previous studies such as the 

Detailed analysis of Flow regimes changes in the Upper Yangtze river by Gao et al. (2012), 

Assessment of environmental flow requirements in Damodar river basin using flow duration indices by 

Mitra et al. (2018), Design flow duration curves for environmental flows estimation in Damodar river 

basin, India, by Verma et al. (2017); the present study is carried out to understand and analyze the 

basic concept of FDCs and study the changes in the eco-flow metrics of respective water bodies, to 

provide a meaningful insight into the flow characteristics of streams and contrasting the contiguous 

catchments in terms of their ecological integrity. Therefore, the study has been undertaken considering 

three broad objectives (a) Development of flow duration curves for the flow regimes in the Tawi River 

basin using the available data for the period 1989 to 2000 (b) Identification of 25th and 75th 

dependable years and (c) Examining and quantifying the changes in flow regime in the Tawi River 

basin Based on the eco-flow metrics (ecosurplus and ecodeficit). 

 

2. Literature 

 

2.1. Flow Duration Curve 

 

The Flow Duration Curve is a cumulative frequency curve that demonstrates the percent of time amid 

which indicated releases equalled or surpassed a critical discharge threshold in a given period. They 

demonstrate how the flow is distributed during a time period (calculated usually once a year).The 

vertical axis shows the flow, and the horizontal axis gives the probability percentage of flow magnitude 

that exceeds or equals the given threshold. For example, the FDC demonstrates the level of flow that 

charges for at least 50% of the year (known as Q50). The flow exceeding 95% of the year (Q95) is 

often a characteristic value for minimum river flow (Ian Bostan, 2013). The FDC is a medium to study 

the flow characteristics of rivers and streams and to make inter and intra comparisons for different 

basins. 

 

An example of flow duration curve of a river for natural and regulated flow is shown in the Figure 1 

below. 
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Figure 1: Flow duration curve of a river for natural flow and regulated flow (Source: Subramanya, 2009) 

 

To create a Flow Duration Curve, daily, weekly, or monthly flows are organized by magnitude for a 

given period of time, and the percent of time during which the stream equalled or surpassed the 

predetermined threshold is derived. The plotted curve indicates discharge versus the percent of time 

amid which they equalled or surpassed a specific threshold subsequently represents an average for 

the considered period as opposed to the flow distribution within a single year (Searcy, 1959).  

 

2.2. An Ideal FDC 

 

An FDC plots Q (discharge) as a function of its corresponding exceedance probability: 

 

 … (Weibull plotting formula) 

 

Where, Pp = Percentage probability (the probability that a given flow magnitude will be equalled or 

exceeded (% of time); m = Order number or Rank of the discharge with 1 being the largest possible 

value; N = Number of data points used in the listing 

 

The ordinate Q, at any percentage probability Pp, represents the magnitude of flow in an average year 

that can be expected to be equalled or exceeded Pp percent of time and is termed as Pp% dependable 

flow. In a perennial river Q100=100% dependable flow whereas for an intermittent or ephemeral river, 

the streamflow is zero for a finite part of a year and therefore Q100 is equal to zero (Subramanya, 

2009). The plot between discharge Q and Pp is the flow duration curve. 

 

2.3. Eco Flow Metrics 

 

Eco-surplus and eco-deficit are amongst the various other Indicators of Hydrologic Alteration (IHA) and 

are used to examine intra and inter annual variations in flows and can reveal significant changes if 

present in the streamflow time series. The eco-surplus and eco-deficit measurements depend on the 

25
th
 and 75

th
 percentile flow duration curves (FDCs). FDCs are developed from stream flow data over 

a period of interest and give a measure of the percentage of time that stream flow equalled or 

exceeded a given value. The range from the 25
th
 to 75

th
 percentiles could be considered as the normal 

flow range for the river ecosystem. If the annual or seasonal FDC for a given year is below the 25
th
 

percentile FDC, the area between the 25
th
 percentile FDC and the annual or seasonal FDC is defined 

as Eco-deficit. This value represents the amount of water insufficiency or how bad is the state of river 
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ecology. On the other hand, if the annual or seasonal FDC of a given year is located above the 75
th
 

percentile FDC, the area between the 75
th
 percentile FDC and the annual or seasonal FDC is called 

Eco-surplus, and indicates the goodness level of the river ecosystem The values of the eco-surplus 

and eco-deficit are divided by the annual mean or seasonal mean flow amount to quantify the fractions 

of eco-surplus and eco-deficit, respectively (Gao et al., 2012). These fractions of Eco-surplus and Eco-

deficit are termed as the Eco-flow Metrics. Figure 2 below shows a general definition of eco-surplus 

and eco-deficit areas derived from a FDC. 

 

 
 

Figure 2: General definition of eco-surplus and eco-deficit in a flow duration curve (Source: Gao et al., 2012) 

 

3. Study Area 

 

3.1. General Topography 

 

The Tawi River basin is a small part of Western Himalayas and is contained between 32°35' to 33°35' 

North Latitude & 75°45' to 75°45' East Longitude. At the upper part the basin is narrow and elongated; 

it broadens down along lower part. The upper portion of the basin is characterized by rugged 

mountainous topography, whereas lower basin consists of low hills and a gradational plain. The 

average height of basin is about 2200 meter above mean sea level. The basin ground elevation varies 

from 400 meter to 4000 meter above mean ocean level. Figure 3 below shows the location map of 

Tawi river basin. 

 

 
 

Figure 3: Location map of the study area 
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The slope of the basin is from east to west in the upper part and NE to SW in the lower part. The river, 

at its upper scopes is nourished by liquefying of snow and ice of Kali-Kundi Glacier at its origin and by 

rain. In the lower part, the catchment is dominatingly rain nourished. A little region of around 200 

square meters is snow bound. The upper part of the basin is covered by hard granite intrusive rocks 

and the lower part by loose and soft Siwalik rocks. The Tawi river basin falls mostly within the districts 

of Jammu, Udhampur, and small portion of Doda districts. In the present study, the area of about 

1885sqkm.upto Jamrnu has been considered. 

 

3.2. Climate 

 

In the Tawi Basin, July and August are for the most part the wettest months with around 55% rainfall 

and November is the month with least rainfall with around 2-3% of aggregate rainfall. Tawi encounters 

substantial floods in July and August. Monsoon begins from first July with heavy thunder showers that 

lasts up to mid-September. The North-Eastern catchment area comprising of Bhaderwah and adjoining 

area have extra tropical mountain type climate. The mountain type climate has wide variation in 

temperature and rainfall depending upon the location and direction of the land features. In this area 

winter is very severe and influence of South-West monsoon is negligible. Central territory consists of 

Udhampur district where again climate is of mountain type but has sufficient influence of monsoon. 

The South-Western zone consisting of Jammu district has a warm climate with strong monsoon 

influence, and can be described as similar to tropical climate during certain parts of the year. The River 

Tawi is snow fed at its origin from the Kali-Kundi glacier. The Kali-Kundi and Seoj-Dhar start 

experiencing snowfall in November. Snow is very deep and in some years it continues till May. 

 

3.3. Water Resources 

 

The Tawi River is gifted with enormous water resource potential for irrigation, domestic water supply 

and power generation. A study on assessment of water availability has been done by the NIH regional 

centre (NIH Report CS-86). The stream is of around 141 km length up to the point where it enters 

Pakistan, from its origin at Himalayan Kali-Kundi glacier. It has nine major tributaries carrying 4.3 lakhs 

cusec water release of Tawi in September 1988 at Jammu, with minimum discharge around 300-400 

cusecs. Low water flow is experienced during the long stretch of October, November and December. 

But there are also occasional rises of water level during winters because of downpours and during 

early summers due to snow melting from the seasonal snow cover in the upper catchment. 

 

3.4. River Profile 

 

From origin to outfall the long section of Tawi River exhibits wide degree of variations. The variations 

in Slopes along different river reaches are as follows: 

 

R.L 4000m-1600m = Steep gradient of 1:10:42. (R.L represents the River Length) 

R.L. 1600m-900m = Slight changes in slopes 

Below 800m = Slope is decreasing 

 

However, variation is not linear. The gradient changes from very steep at upper part to concave and 

flat in the lower courses. The reason may be because there is degradation in the upper stages and 

aggradation in the lower stages. Based on field investigations it has been reported that flood plains, 

meander, meander core and other depositional landforms are formed at the lower course of the river. 

There are all indicative of non regime nature of the river. 

 

4. Data and Methodology 

 

In order to achieve the project objectives, the data used and the methodologies adopted in the current 

study have been described in subsequent sections: 
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4.1. Data 

 

FDCs and eco-flow metrics assessment requires huge amount of flow data. The data used in the 

present study is the daily river discharge data of the Tawi River from the year 1977 to 2007.This data 

was collected from the Hydrological Data Centre of the Central Water Commission in Jammu, 

(www.cwc.nic.in). Since the accuracy of the collected data used for this project is not known, the 

outcomes given here might be thought to be indicative.  

 

4.2. Methodology 

 

In the present investigation, Indicators of hydrologic alteration (IHA) namely Ecosurplus and Ecodeficit 

were examined to study the changes in river ecology. Yearly eco-surplus and eco-deficit values were 

computed utilizing daily stream flow data.  

 

Annual, monthly and daily FDCs were built for the available stream flow data for the period (1977-

2007). These FDCs were utilized to check the status of river ecology. Based on the 30 years of 

annual, monthly and daily FDC’s, the 25
th
 percentile FDC and the 75

th
 percentile FDC were calculated. 

But the obtained 25
th
 and 75

th
 percentile years were not that accurate, and the results obtained were 

not satisfactory for the said time stamps. Therefore, to get the desired 25
th
 and 75

th
 percentile years, 

we opted for the 10 daily averaged FDC for the 30-year daily data. 

 

The 25
th
 and the 75

th
 percentile FDCs relating to the 10-daily (Ten days cumulative flow in a month) 

stream flow data were then used as the upper and the lower limits of the river ecology to justify its 

ecological status. The range from the 25
th
  to 75

th
 percentile was considered as the normal range for 

the river ecology. If the 10-daily averaged FDC of a given year are located below the 25
th
 percentile 

FDC, the area between the 25
th
 percentile FDC and 10-daily averaged FDC is defined as Eco-deficit, 

which represented the bad state of river ecology. Conversely, if the 10-daily averaged FDC of a given 

year is located above the 75
th
 percentile FDC, the area between the 75

th
 percentile FDC and the 10-

daily average FDC is termed Eco-surplus and represented the level of goodness of the river 

ecosystem.  

 

Later, the eco-values of all the years and the 10-daily average discharge data for the 25
th
 and the 75

th
 

percentile years were averaged individually. All the positive averaged eco-values were divided by the 

sum of the averaged 25
th
 percentile year and the maximum positive averaged eco-value. Similarly, all 

the negative averaged eco-values were divided by the sum of the averaged 75
th
 percentile year and 

the minimum negative averaged eco-value. These fractions of eco-values were termed as Eco-flow 

metrics. 

 

5. Results and Discussion 

 

5.1. FDCs for Different Periods (Annual, Monthly, Daily & 10 Daily) 

 

The method described in section 4 was used to develop daily, weekly and annual FDCs for the given 

period of data showing the flow discharge vs the percentage of time. Figure 4, 5 and 6 below show the 

daily, weekly and annual FDC’s for the Tawi river basin.  
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Figure 4: Daily average FDC showing the discharge values from (1977-2007) 

 

 
 

Figure 5: Weekly averaged FDC (1977-2007) 

 

 
 

Figure 6: Yearly FDC (1977-2007) 
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5.2. 25
th

 and 75
th

 Percentile FDCs for 10-daily average data: 

 

The 25
th
 and the 75

th
 percentile years were obtained, but these years were not so accurate and the 

results obtained were not satisfactory. Therefore, 10 daily averaged FDC was chosen, and the 25
th
 

and 75
th
 percentile years were then obtained. Figure 7 below shows the 10-daily average FDC for the 

Tawi basin. 

 

 
 

Figure 7: 10-daily average FDC (1977-2007) 

 

 
 

Figure 8: 25
th

 and 75
th
 percentile FDC (1977-2007) 

 

Figure 8 below shows the 25
th
 and 75

th
 percentile years for 10-daily averaged FDC. During the study 

period 1977-2007, Q25 was achieved in the year 1991 and Q75 was achieved in the year 2002. 

Q1980 shows the discharge curve when the value was nearest to Q25, which suggests that there was 

a major drawdown in water flow between 1980 and 1991, which had resulted into lesser Q values 

between 1980 and 1991. Q75 was achieved in 2002 and the nearest year where the value was close 

to Q75 was 2001. The range from the 25
th
 to 75

th
 percentile was considered as the normal range for 

the river ecology. 

 

Table 1 below, shows the Flow values for 25th, 75th percentile probabilities of exceedance for 1991 

and 2002, and also shows the discharge values at the nearest years 1980 and 2001. 
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Table 1: Flow values for 25
th
, 75

th
 percentile probabilities of exceedance for 1991 and 2002 

 

5.3. Ecosurplus and Ecodeficit Flows 

 

The obtained 25
th
 and the 75

th
 percentile years were used for determining the ecosurplus and the 

ecodeficit flow. The Figure 9 below shows the Eco-deficit areas where the discharge value is less than 

25
th
 percentile value and the Eco-surplus areas where the discharge values is greater than 75

th
 

percentile value. The area between the 25
th
 and 75

th
 percentile values is the area with normal flow. 

 

p% Q25Percentile (1991) Q75 percentile (2002) Q 1980 Q 2001 

2.63 248.10 99.10 331.60 115.70 

5.26 155.33 90.00 224.90 113.30 

7.89 101.59 84.20 181.40 79.20 

10.53 85.14 82.20 116.70 67.30 

13.16 79.90 38.60 100.90 52.00 

15.79 71.21 36.40 98.60 37.40 

18.42 68.11 27.60 60.60 32.10 

21.05 66.59 19.80 51.10 29.30 

23.68 66.14 18.60 45.30 22.50 

26.32 63.40 18.30 39.40 22.00 

28.95 61.77 16.60 33.00 21.00 

31.58 59.76 15.20 30.60 18.50 

34.21 58.73 14.00 29.10 18.40 

36.84 52.02 13.40 21.50 13.09 

39.47 48.24 13.00 21.50 13.09 

42.11 47.96 12.90 20.90 12.90 

44.74 47.09 12.50 19.20 12.60 

47.37 45.47 12.10 18.70 10.40 

50.00 45.13 12.00 16.70 10.40 

52.63 42.55 11.90 16.50 9.20 

55.26 41.45 10.90 14.70 8.35 

57.89 38.52 10.10 14.40 8.20 

60.53 38.00 10.10 13.00 7.70 

63.16 20.94 10.00 11.40 7.23 

65.79 20.64 8.80 9.50 7.13 

68.42 19.05 8.50 9.40 7.11 

71.05 14.88 7.20 8.80 6.79 

73.68 13.75 7.20 7.40 6.70 

76.32 13.70 7.20 6.50 6.49 

78.95 12.46 7.00 6.00 6.46 

81.58 8.96 6.70 5.90 6.20 

84.21 8.69 5.90 5.50 6.02 

86.84 8.62 5.70 4.90 6.01 

89.47 8.30 5.00 4.90 5.98 

92.11 8.24 4.80 4.30 5.97 

94.74 8.13 4.80 4.20 5.86 

97.37 8.00 4.80 3.70 5.10 

Average 48.83 20.89 43.77 22.39 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 3123 

 

 
 

Figure 9: Eco-surplus and eco-deficit areas for the study period 

 

5.4. Eco-Flow Metric 

 

The eco-surplus and the eco-deficit flow data obtained was further used to create an Eco-flow Metric 

for the given data period. The Ecoflow Metrics provides a clear indication of the flow type which tells us 

about the river ecology. Table 2 below shows the eco-flow metrics calculated for each year during the 

study period 1977 to 2007. 

 

Table 2: The eco-values and the eco-flow metric values for each year (1977-2007) 

 

Year Eco values Eco flow metric 

1977 

1978 

1979 

1980 

1981 

1982 

1983 

1984 

1985 

1986 

1987 

1988 

1989 

1990 

1991 

1992 

1993 

1994 

1995 

1996 

1997 

1998 

1999 

2000 

2001 

2002 

51.34 

25.49 

29.17 

8.29 

35.02 

16.80 

24.41 

5.73 

4.84 

5.02 

1.75 

60.48 

-1.80 

35.67 

48.83 

17.99 

22.46 

35.06 

23.10 

37.95 

12.56 

-0.14 

-6.23 

-5.12 

-1.11 

20.89 

0.47 

0.23 

0.27 

0.08 

0.32 

0.15 

0.22 

0.05 

0.04 

0.05 

0.02 

0.55 

-6.12 

0.33 

0.45 

0.16 

0.21 

032 

O.21 

0.35 

0.11 

-0.01 

-0.43 

-0.35 

-0.08 

0.19 
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2003 

2004 

2005 

2006 

2007 

 

17.63 

36.57 

37.08 

5.33 

-0.86 

 

0.16 

0.33 

0.34 

005 

-006 

 

Figure 10 below shows a graphical representation of the eco flow metrics for the study period as 

calculated from Table 2. The figure clearly shows that Tawi River is an ecosurplus river, in most of the 

years of the study period and that the ecology of Tawi River is at par except for the years of 1999 and 

2000 where the eco flow metrics are falling down and suggest some extreme changes in the flow 

regime during those years. 

 

 
 

Figure 10: Eco-flow metrics for the study period 

 

The results indicate that although the ecology of Tawi basin is under sustaining condition but the 

metric has been falling in due course of time, which can be a signal of ecological deterioration in the 

future. 

 

4. Conclusion 

 

Changes in the flow regime of the Tawi River Basin were analyzed based on recordings of daily river 

discharge data during the period from 1977 to 2007. Eco-surplus and eco-deficit areas were identified 

based on the Flow duration curves which showed the spatial and temporal changes in the Tawi river 

flow during the study period. Eco-metrics were derived and plotted for the entire period which indicated 

that the metrics in the river basin has been gradually falling down over the years suggesting ecological 

deterioration in the area. The eco flow metrics were quite low for the years of 1999 and 2000, which 

suggest some hydrologic extremes during those years. Thus Flow duration curves coupled with eco 

flow metrics provide a good framework to study the flow regimes in a river basin and its impact on the 

ecological health in the catchment. Our results indicate that although the ecology of Tawi basin is 

under sustaining condition but the metric has been falling in due course of time, which can be a signal 

of ecological deterioration in the future. 
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Abstract Landuse/cover is an important component that reflects the interaction between environment 

and human activities. Landuse/cover pattern is an outcome of natural and socio-economic factors and 

their utilization by man in space and time. The present study makes an attempt to monitor landcover 

dynamics in Shahzad river basin, a rainfed basin in Lalitpur district of Uttar Pradesh (India) using 

remote sensing and GIS technique. Digital Elevation Model (DEM) was prepared using Shuttle Radar 

Topography Mission (SRTM) data, the lowest and highest elevations encountered in the basin are 280 

m and 495 m above MSL respectively. The higher elevations are encountered in southern most parts 

of the basin whereas lower elevations are found in the north. The general slope is from south to north, 

as defined by the course of the Shahzad river. Two data set viz. IRS-P6 LISS III data of 2005 and IRS-

P6 LISS III of 2015 have been analyzed through visual interpretation technique. Visual interpretation 

technique was used to identify the various landuse/cover categories. Landuse/cover maps of 2005 and 

2015 derived from satellite data were digitized in Arc GIS environment. Editing and topology building 

was carried out using Arc GIS 10 and area under each category of landuse/cover was computed in 

km2 as well as in percentage. An attempt was made to estimate and quantify the overall change as 

well as transitional change in landuse/cover classes over a decade. A comparison of 2005 and 2015 

data analysis suggests that the area of water body has significantly increased from 19.53 km
2
 in 2005 

to 34.85 km
2
 in 2015, i.e. 15.32 km

2
 (1.39%), the area of uncultivated land has decreased from 352.81 

km
2
 (32.61%) in 2005 to 337.80 km

2
 (30.7%) in 2015, showing 15.01 km

2
 (1.91%) decrease. The area 

of cultivated land has increased from 464.78 km
2
 (42.76%) to 473.06 km

2
 (43%), i.e. 8.28 km

2
 (0.24%). 

However, vegetation in the watershed has reduced, i.e. under open forest and dense forest has 

reduced by 11.37 km
2
 (1.04%) and 13.27 km

2
 (1.21%) respectively during 2005-2015. Open scrub, 

stone quarry, built-up land, exposed rock and wasteland have also reported change in their respective 

areas. Open scrub has slightly increased from 73.63 km
2
 (6.69%) to 76.23 km

2
 (6.93%), whereas 

stone quarry has increased from 1.78 km
2
 (0.16%) to 3.53 km

2
 (0.32%), which suggests expansion in 

quarrying activity. Change matrix analysis indicates that cultivated land, uncultivated land, open scrub 

and wasteland are the most unstable categories which have interchanged into different landuse/cover 

during 2005-2015. Moreover it also indicates, cultivated land (38.42 ha), uncultivated land (51 ha) and 

open scrub (59.64 ha) has been converted into settlement area. 

Keywords Landuse/land cover; Change matrix; Accuracy assessment 
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1. Introduction 

 

Land use and land cover (LULC) are terminologically different terms but are often used 

interchangeably. Land cover refers to the physical characteristics of the earth including area captured 

under vegetation, water, soil, landforms, topography etc. whereas landuse refers to the pattern in 

which land resources have been utilized by the humans. Different driving forces acting upon the 

surface of earth lead to the formation or modification of land use/cover categories. The land use/cover 

pattern of a region is an outcome of natural and socio-economic factors and their utilization by man in 

time and space (Rawat and Kumar, 2015). Hence, assessing the land use/ cover and their dynamic 

nature is not only important for estimating the area of a land used under different categories but in turn 

helps in evaluating the potential of natural resources, watershed management, socio-economic 

planning and other development sectors.  

 

Since land use/cover are paired complementary to each other thus change in land use affects the land 

cover and vice versa. Change in land cover does not primarily indicate deterioration of land but it may 

be driven by the anthropogenic activities and can also be triggered by natural processes there by 

affecting the biospheric and climatic cycle. Since natural resources are dynamic in nature, thus land 

use/cover changes are important elements for monitoring, evaluating, protecting and planning for earth 

resources (Rawat et al., 2013). LULC classification and change detection is one of the most reliable 

methods to monitor the land dynamics. Change detection of LULC is generally carried out using multi-

temporal data sets to assess changes in the landscape witnessed in the country, especially at 

watershed or basin level to provide more accurate information about landuse/cover dynamics for 

proper management and conservation of natural resources (Gibson and Power, 2000). 

 

Remote sensing and GIS have emerged as one of the most powerful tools for classifying, mapping, 

monitoring, evaluating and assessing the natural resources in less time, with low cost and better 

accuracy. Satellite image pixcels can be classified in LULC categories either by automatic extraction or 

by visual interpretation method (Meinel and Neubert, 2000). Automatic classification is based on 

extrapolating the celebrated patches of homogeneous color and texture on the satellite image, thereby 

providing a meaningful categorization of LULC (Dronova et al., 2011; Chen et al., 2012). Further the 

pixel-based analysis may lead to the ‘salt-and-pepper’ effect in mapping heterogeneous landscapes 

(Zhang et al., 2014). It is difficult to determine the accuracy of the result produced by the automatic 

classification, even sometimes it fails to recognize difference in “use” of given surface land (Fallati et 

al., 2017). On the other hand, visual interpretation is a slow and tiresome method as compared to the 

automatic supervised classification but can be rationally used when analyst is familiar with the field 

and research area is comparatively small. Visual interpretation has advantage over automatic 

classification since the former can identify dynamic changes more accurately and hence represents 

the process of landuse/cover change more effectively. Therefore this interpretation technique is 

frequently used in practical approach like in rural development, smart city project, flood mapping etc. 

(Zhang et al., 2014). Vector layer in form of polygons are used to divide the image into the parcels, 

these parcels are classified into desired classes, thus avoids inter-class spectral variation (Apline et 

al., 1999; Apline and Smith, 2008).  

 

In the recent past the advancement of research has led to more emphasis on development at 

watershed level, as the traits and allocation of natural resources depends upon the natural boundary. 

Many workers consider watershed as a basic unit for the identification, estimation, development and 

prioritization of natural resources. Adinarayana et al. (1995) used integrated approach to prioritize 

watershed on the basis of sediment yield index in Western Ghats, Rahaman et al. (2015) prioritized 

sub watershed on morphometric basis using Fuzzy Analytical Hierarchy Process in Kallar watershed, 

Welde (2016) conducted the study on prioritization of watershed for land and water management in 

Tekeze dam, Ethiopia. Watershed, besides being a naturally occurring hydrological unit also carries a 

unique socio-ecological aspect which plays an important role in determining the ecological, food and 

social security and provision of life support services to local communities. Several attempts have been 
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made in the recent past to quantify the change detection by applying remote sensing and GIS 

techniques. Kibret et al. (2016) carried out a study in South Central Ethiopia, to assess the LULC 

changes during four decades using multi temporal satellite data. Fallati et al. (2017) have carried out 

LULC analysis in the Republic of Maldives using remote-sensing data through visual interpretation 

technique in conjunction with socioeconomic data. 

 

The present study makes an attempt to assess the LULC changes and probable causes leading to the 

changes in the Shahzad watershed, Lalitpur district, Bundelkhand, India from 2005 to 2015. The 

region of Bundelkhand have complex geological and physiographical landscape varying from 

Bundelkhand Plains, Bundelkhand upland and vindhyan Plateaus. The study area has remained socio-

economically backward with moderate drought frequency but high intensity, and faces the metrological 

drought. Hence, monitoring the resources and assessing the cause of changes become a prime focus 

especially in the agricultural dominant watershed. The major objectives of the study are to (i) identify 

and delineate different LULC categories under the area for 2005 and 2015 (ii) Verify the accuracy of 

the data in order to get more reliable and accurate results (iii) quantify the amount of overall change in 

LULC categories both in area and percentage as well as to monitor the LULC transformation from one 

category to another and (iv) ascertain the possible causes of change. Several studies have been 

carried out throughout the globe on the change detection analysis by using remote sensing data 

(Palaniyandi and Nagarathinam, 1997; Rogan and Chen, 2004; Güler et al., 2007; Chunxiao et al., 

2008; Song et al., 2009; Prakasam, 2010; Nagarajan and Poongothai, 2011; Liu et al., 2012 and Garai 

and Narayana, 2018). 

 

 
 

Figure 1: Location map of Shahzad basin 
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Study Area 

 

The Shahzad river basin is located in Lalitpur district of Bundelkhand region in Uttar Pradesh (India) 

and bounded by 24
○
 25’ N to 25

○
 03’N latitudes and 78

○
 17’ E to 78

○
 39’ E longitudes with a 

geographical area of about 1100 km
2
. Shahzad river (a tributary of Jamini river) flows from south to 

north through the center of the watershed bifurcating it into East and West. The basin experiences 

sub-humid climate with average annual rainfall of 806 mm. Topography is represented by plains, 

pleateau, hills and ridges where elevation values range from 280m to 495m above mean sea level. 

Geologically, the area is dominated by Bundelkhand Granatoid Complex (BGC) comprising of 

gneisses, schist and granites which are underlained by arechean formation. North East-South West 

(NE-SW) trending quartz reefs and basic dykes traverse the BGC. Thick pile of quaternary sediments 

of older alluvium comprising of Banda alluvium overlies on the BGC formation. Sandstone of Kaimur 

group (Upper Vindhyan) is exposed in the south (GSI, 2008). The basin is mainly drained by Shahzad 

river and its tributaries. The dendritic to sub-dendritic drainage pattern dominates the watershed, 

however there are variation in drainage pattern at local level, where main river divides the entire 

watershed into eastern and western halves. Two reservoirs namely Shahzad reservoir and 

Govindsagar reservoir are the characteristics feature in the north and south respectively.  

 

The watershed is mainly defined agricultural land where the main landuse is cultivation which is by and 

large rainfed, however irrigation from ground water at places is through tube wells. Major crops grown 

in the area are Sorghum, Pigeon pea, Black gram, Green gram, Barley, Mustard etc. Over exploitation 

of ground water has not only resulted in lowering of water level but has also caused failure of wells. 

 

2. Materials and Methods 

 

Data Base Preparation 

 

IRS P6 LISS III false color composite (FCC) of 2005 and 2015 February, with band combination 2,3,4 

and spatial resolution of 23.5m were used for landuse/cover mapping and classification (Figure 2). The 

data for same month has been used to reduce the reflectance conflict and seasonal variation for the 

classification of landuse/cover. The satellite data pertaining to study area was obtained from National 

Remote Sensing Centre (NRSC), Hyderabad. The data set were imported to ERDAS imagine version 

14 to extract the desired form of image used for classification purpose. The layer stack option in raster 

tool box was used to generate standard false color composite (FCC). Image was geo-referenced and 

was projected in Universal Transverse Mercator (UTM) projection, taking World Geodetic System 

(WGS84) as the datum. The study area lies in UTM Zone 44 N. The georeferenced boundary of 

Shahzad watershed as Area of Interest (AOI) was superimposed on satellite image to subset the 

image and to extract the study area.  

 

Landuse/Cover Delineation and Analysis  

 

Visual interpretation technique was followed for change detection of land use/cover using ArcGIS 10 

software, since the authors are familiar with the area being classified. Interpretation keys were 

developed on the basis of field knowledge and literature. To enable storage of data associated with 

each LULC, a data base structure was created prior to visual interpretation of IRS FCC images. Based 

on spectral characteristics of landuse/cover classes, the interpretation keys were developed (Table 1) 

and on-screen digitization for various landuse/cover classes was created in form of polygons with 

unique ids. Ground truthing was carried in key areas to verify the spectral signature. Twelve 

landuse/cover classes were identified in the study area viz. (i) cultivated land (ii) uncultivated land (iii) 

dense forest (iv) open forest (v) open scrub (vi) waterbody (vii) dry waterbody (viii) exposed rock (ix) 

stone quarry (x) industrial land (xi) built up land and (xii) wasteland.  
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                                                (a)                                                                             (b) 

 

Figure 2: Satellite images (a) IRS P6 LISS III (2010), (b) IRS R2 LISS III (2015) 

 

Table 1: Spectral characteristic of landuse/cover classes 

 

Landuse/cover 

class 

Image characteristics Topography Relief/slope 

Cultivated land Pinkish to bright red color, Coarse texture, irregular pattern 

and regular to sub-regular shape 

Plain Very low to 

gentle 

Uncultivated land Bluish green to brownish green tone, smooth texture, 

contiguous pattern and irregular in shape 

Plain Very low to 

gentle 

Dense forest Dark greenish tone, woolly texture, contiguous to non-

contiguous pattern and irregular shape 

High relief/ 

plateau slope 

Moderate to 

steep 

Open forest Greenish tone, medium texture, contiguous to non-

contiguous generally found within the protected or 

reserved forest 

High relief/ 

rugged 

Gentle to 

moderate 

Open scrub Light greenish tone with medium to smooth texture, 

scattered and irregular in shape 

Rugged/plain Gentle to 

moderate 

Waterbody dark blue to black in color, smooth texture, irregular shape 

with defined boundary 

Depressed to 

plain 

Low to very 

gentle slope 

Dry waterbody Light cyan color, smooth texture irregular shape 

associated along the boundaries of waterbody 

Depressed to 

plain 

Low to very 

gentle slope 

Exposed rock Bright tone, rough texture, bold topography, isolated 

hillocks and plateau generally devoid of vegetation 

Rugged Moderate to 

steep slope 

Industrial land Bright tone, smooth texture, regular to sub-regular shape Plain Very gentle 

slope 

Stone quarry Milky to light cyan tone, rough texture, depressed pit filled 

with water, scattered and irregular in shape 

Rugged/ 

subdued 

Moderate to 

gentle 

Settlement Bright cyan tone, coarse texture, semi-circular pattern and 

irregular shape 

Plain Low to very 

gentle slope 

Wasteland Bright cyan tone, smooth texture, non-contiguous, 

scattered pattern and irregular shape 

Plain/rugged Low to very 

gentle slope 
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Accuracy Assessment  

 

An accuracy assessment was carried out after the LULC mapping was accomplished. Landuse/cover 

result of 2015 was validated by ground observation and recorded GPS values, transect walk, group 

discussion and interview, as well as Google earth imagery. Validation and training data set for 2005 

landuse/cover result were Google image, topographic map and group discussion and interview 

conducted during field visits in 2014 and 2015. 500 sample points for each year were selected 

throughout the study area. Sample were randomly selected based on areal extend of each category. 

To further increase the accuracy, some sample points were taken at transitional boundary of two 

different LULC classes, dam boundary and intersection of cultural classes like road, river, railways etc.  

Confusion matrix (contingency table) for 2005 and 2015 was created using the observed and the 

classified landuse/cover map of each class for accuracy assessment. Accuracy parameter viz. 

producer’s accuracy (a measure of omission error), user’s accuracy (a measure of commission error), 

overall accuracy and kappa statistics were estimated (Thakkar et al., 2017). Producer’s accuracy is a 

ratio of number of correctly classified pixels to the number of training pixels (the column total) used in 

particular category whereas User’s accuracy is obtained by dividing the number of correctly classified 

pixel by total number of pixel in that category (the row total). The overall accuracy is computed by 

dividing the number of correctly classified pixel by total number of reference pixel. Kappa analysis is a 

discrete multivariate technique used in accuracy assessments (Jensen 1996). Kappa analysis yields a 

Khat statistic (an estimate of Kappa) that is a measure of agreement or accuracy (Congalton 1991). 

 

 
Where,  

 

r = number of rows in the error matrix 

xii = number of observation in row i and column i (on the major diagonal) 

xi+ = total of observations in row i (shown as marginal total to right of the matrix) 

x+1 = total of observation in column i (shows as marginal total at bottom of the matrix)  

N = total number of observation included in matrix 

 

Landuse/Cover Change Detection and Analysis 

 

Post classification technique was applied to the generated temporal landuse/cover maps to perform 

the landuse/cover change detection. Vector layer of 2005 and 2015 were overlaid to produce change 

information inform of “from” to “to” classes. Cross tabulation of two different decadal data of classified 

image were compared to determine the qualitative and quantitative aspect of the change for the period 

2005-2015. Change matrix was produced in GIS environment. Quantitative areal data of the overall 

landuse/cover changes as well as gains and losses in each category between 2005 and 2015 were 

then compiled. 

 

3. Results and Discussion 

 

Landuse/Cover Status 

 

Landuse/cover derived through 2005 IRS data suggests that, the basin occupies an area of about 

464.78 km
2
 (42.10%) under cultivated land and 352.81 km

2
 (31.92%) area under uncultivated land. 

Open scrub occupies an area of 73.63 km
2
 (6.69%), which is wide spread throughout the whole basin. 

Open forest though present as patches throughout the basin has an area of 24.99 km
2
 (2.27%), 

whereas dense forest occupies an area of 65.07 km
2
 (5.91%) and is confined to southern and north-

western parts of the basin. The exposed rock terrain is largely confined to the southern part of the 

basin and occupies an area of 0.56 km
2
 (0.05%). Although the settlements/built-up land are present 

throughout the basin, but are largely confined to the central part of the basin in and around Lalitpur 
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town and occupies an area of about 15.06 km
2
 (1.36%). Wasteland occupies an area of 77.64 km

2
 

(7.05%) and is found in the northern and western parts, and is associated with the open scrub, 

cultivated and uncultivated lands. The other land use/land cover category viz; industrial land and stone 

quarry occupy areas of about 3.87 km
2
 (0.31%) and 1.78 km

2 
(0.16%) respectively. The quarrying 

activity is reported from southern part of the Shahzad watershed, where sandstone is being mined for 

use as a building stone. Figure 3 (a) presents land use/land cover map derived from LISS III FCC data 

of 2005. 

 

                                                  

  

Figure 3: Landuse/cover of Shazad watershed (a) 2005 (b) 2015 

 

Landuse/cover analysis of 2015 IRS data suggests that in Shahzad basin cultivated land covers an 

area of 473.65 km
2
 (43.00%), whereas 337.80 km

2
 (30.70%) area is occupied by uncultivated land. 

The other dominant LULC categories are wasteland and open scrub with areas of 83.53 km
2
 (7.59%) 

and 76.23 km
2
 (6.93%) respectively. Natural vegetative cover i.e. dense forest covers 51.80 km

2
 

(4.70%) area whereas open forest occupies 13.62 km
2
 (1.23%) area. Though the area under 

waterbody has increased to 34.85 km
2
 (3.16%) but an increase in area of about 2.07 km

2
 (0.18%) is 

also observed in dry waterbody, compared to 2005. The other land use/land cover categories viz; 

industrial land and stone quarry, occupy areas of about 4.69 km
2 

and 3.53 km
2
 respectively. Table 2 

presents details of area and extent of change under each category of LULC in the Shahzad watershed 

during 2005-2015. Figure 3 (b) presents LULC map derived from 2015 IRS FCC data. 
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Table 2: Landuse/cover statistics (2005-2015) of Shahzad watershed 

 

Landuse/cover 

category 

2005 2015 Change 2005-2015 

Area (km
2
) Area (%) Area (km

2
) Area (%) Area (km

2
) Area (%) 

Cultivated land 464.78 42.10 473.06 43.00 8.25 0.9 

Uncultivated land 352.81 31.07 337.80 30.70 -15.01 -1.37 

Dense forest 65.07 5.91 51.80 4.70 -13.27 -1.21 

Open forest 24.99 2.27 13.62 1.23 -11.37 -1.04 

Open scrub 73.63 6.69 76.23 6.93 2.6 0.24 

Wasteland 77.64 7.05 83.53 7.59 5.89 0.54 

Waterbody 19.53 1.77 34.85 3.16 15.32 1.39 

Dry waterbody 0.32 0.02 2.07 0.18 1.75 0.16 

Exposed rock 0.56 0.05 1.52 0.13 0.96 0.08 

Industrial land 3.87 0.31 4.69 0.47 0.82 0.16 

Stone quarry 1.78 0.16 3.53 0.32 1.75 0.16 

Settlement 15.06 1.36 16.71 1.51 1.65 0.15 

Total 1100 100 1100 100 75.67 7.4 

 

Accuracy Assessment  

 

Accuracy assessment is an important factor in classification. One of the most commonly followed 

method is the preparation of a classification error matrix (confusion matrix/contingency table). Error 

matrices compare, on a category-by-category basis, the relationship between known reference data 

(ground truth) and the corresponding result of a classification (Lillesand et al., 2004). 

 

The error matrix shows the overall accuracy of 83.2% and 84.6% followed by Kappa coefficient of 0.80 

and 0.82 in classified images of 2005 and 2015 respectively. Both producer and user accuracy of 

individual classes ranges from 65.21% to 96.11% and 71.42% to 100% in 2005 (Table 3) whereas for 

2015, producer and user accuracies turned out to be 71.42% to 100% and 73.33% to 96.07%, 

respectively (Table 4). 

 

Table 3: Error matrix for LULC map derived using FCC data of 2005 

 

Reference data 2005 

Lulc classes Cl Ucl Df Of Os Wb Dwb Er Il Sq Stlmnt Wl Total PA (%) UA (%) 

Cl 99  7 4 2        112 96.11 88.39 

Ucl  69     1  2  5 7 84 93.24 82.14 

Df 2  15 4 2        23 65.21 65.21 

Of   1 32 4       1 38 76.19 84.21 

Os    2 58     1 2 6 69 77.33 84.05 

Wb 2     16       18 94.11 88.88 

Dwb      1 3      4 75 75 

Er        6    1 7 75 85.71 

Il         6    6 75 100 

Sq  1        5  1 7 83.33 71.42 

Stlmnt  2   3      51 4 60 79.68 85 

Wl  2   6   2   6 56 72 73.68 77.77 

Total 103 74 23 42 75 17 4 8 8 6 64 76 500   

 

overall accuracy 83.2% 

  

kappa coefficient 0.80 

 PA - Producers accuracy; UA - User accuracy. 

 

 

 

 

 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 3164 

 

Table 4: Error matrix for LULC map derived using FCC data of 2015 

 

Reference data 2015 

Lulc classes Cl Ucl Df Of Os Wb Dwb Er Il Sq Stlmnt Wl Total PA (%) UA (%) 

Cl 88 1 7 4       2  102 96.70 86.27 

Ucl 1 75   12      7 3 98 88.23 76.53 

Df   33 5         38 80.48 86.84 

Of    42 3        45 79.24 93.33 

Os  6 1 2 50        62 72.46 80.64 

Wb 2     11 2    3  15 91.66 73.33 

Dwb      1 5      6 71.42 83.33 

Er        4    1 5 66.66 80 

Il         6   2 8 100 75 

Sq          3  1 4 100 75 

Stlmnt  3         47 2 52 79.66 90.38 

Wl     4   2    59 65 86.76 90.76 

Total 91 85 41 53 69 12 7 6 6 3 59 68 500   

Overall accuracy 84.6% 

    

kappa coefficient 0.82 

PA - Producers accuracy; UA - User accuracy. 

Cl - Cultivated land; Ucl - Uncultivated land; Df - Dense forest; Of - Open forest; Os - Open scrub; Wb - Water body; Dwb - Dry 

water body; Er - Exposed rock; Il - Industrial land; Sq - Stone quarry; Stlmnt -Settlement; Wl - Waste land. 

 

Landuse/Cover Change 

 

A comparative analysis of the 2005 and 2015 land use/land cover suggests significant changes in the 

Shahzad basin. Amongst the notable changes are, a substantial decrease in uncultivated land from 

352.81 km
2
 in 2005 to 337.80 km

2
 in 2015, showing 15.01 km

2
 (1.37%) reduction in area with respect 

to 2005. The area under dense forest has reduced from 65.07 km
2 

in 2005 to 51.80 km
2
 in 2015, i.e. 

13.27 km
2
 (1.21%) fall in its aerial extent with respect to 2005. The area under open forest has also 

decreased from 24.99 km
2
 in 2005 to 13.62 km

2
 in 2015, which is 11.37 km

2
 (1.04%). The area under 

cultivated land has increased from 464.78 km
2
 in 2005 to 473.06 km

2
 in 2015, an increase of 8.25 km

2
 

(0.9%). Area under wasteland has marginally, increased from 77.64 km
2
 in 2005 to 83.53 km

2 
in 2015, 

showing 5.89 km
2
 (0.54%) in its areal extent. The area under open scrub has gone up from 73.63 km

2
 

(6.69%) in 2005 to 76.23 km
2
 in 2015, showing a small increase of 2.6 km

2
 in its extent. The area 

under dry waterbody has increased from 0.32 km
2
 to 2.07 km

2
. However, the area under water body 

has increased from 19.53 km
2
 (1.77%) in 2005 to 34.85 km

2
 in 2015, which is 15.32 km

2
 (1.39%). The 

area under settlement/built-up land has increased from 15.06 km
2
 (1.36%) in 2005 to 16.71 km

2 

(1.51%) in 2015. The area under stone quarry has expanded from 2.29 km
2
 in 2005 to 3.53 km

2
 in 

2015. Area under Industrial land area has increased from 3.87 km
2
 in 2005 to 4.69 km

2
 in 2015 

suggesting some development and industrial expansion. Exposed rock has increased from 0.56 km
2
 in 

2005 to 1.52 km
2
 in 2015 due to the fact that vegetative cover over it has been removed/ degraded 

and the underlying rock is exposed. Figures 4 and 5 show the changes in major LULC categories 

during 2005-2015. 

 

Change Detection 

 

Change detection matrix (Table 5) was prepared to understand the land cover dynamics under various 

categories. Major LULC changes occurred during the decade (2005-2015) are listed below: 

 

(i) An area of about 8.41 km
2
 of dense forest has been converted into open scrub, 5.01 km

2
 area under 

wasteland, 2.24 km
2
, 1.64 km

2
, 0.67 km

2 
and 0.32 km

2 
area into uncultivated land, stone quarry, 

cultivated land and open forest respectively whereas 46.63 km
2 
is still under dense forest. 

(ii) An area about 18.90 km
2
 under open scrub has been converted into cultivated land, 13.33 km

2
 area 

into uncultivated land, 18.06 km
2
 into waste land, 1.97 km

2 
under dense forest, 1.27 km

2 
into industrial 
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land, 1.21 km
2 

under waterbody, 1.10 km
2
 under exposed rock and 0.59 under settlement whereas 

17.98 km
2 
area of open scrub has remained unchanged. 

(iii) An area of about 27.79 km
2 

under wasteland has been converted into agricultural land (15.71 km
2 

area into cultivated land and 12.08 km
2 

area into uncultivated land), 15.08 km
2 

area into open scrub 

whereas 34.16 km
2 
area still remain under wasteland.  

(iv) An area of about 6.78 km
2 

open forest has been converted into open scrub, 4.02 km
2 

area into 

wasteland whereas 12.93 km
2
 remained under open forest category. 

(v) An area of about 205.14 km
2
 uncultivated land remained in same category during 2005-2015 

whereas 118.68 km
2
 has been converted into cultivated land, 10.47 km

2 
into open scrub and 15.13 

km
2
 into wasteland. 

(vi) An area of about 104.01 km
2
 cultivated land has been converted into uncultivated land, 14.03 km

2 

area into waterbody, 17.29 km
2
 into open scrub, 7.10 km

2
 into wasteland, 1.72 km

2
 into dry waterbody, 

1.06 km
2
 into dense forest, and 0.38 km

2
 into settlement.  

 

Table 5: Landuse/cover matrix showing land encroachment (in hectare) of Shahzad basin during 2005-2015 

 

2005/201

5 

Cl Uc Ucl Df Of Os Wb Dwb Er Il Sq Stlmn

t 

Wl 2005 

Cl 31873.2

3 

10401.3

4 

106.77

7 

5.48 1729.5

1 

1403.9

1 

172.1

4 

4.81 26.19 6.11 38.42 710.04 46478 

Ucl 11868.5

3 

20514.6

1 

180.26 22.30 1047.9

8 

49.43 0.39 0.83  32.09 51 1513.5

3 

35281 

Df 67.81 224.67 4663.0

9 

32.21 841.77  1.05 0.09  164.8

3 

10.29 501.87 6507.71 

Of 52.44 33.27 35.09 1293.3

2 

678.23      4.49 402.13 2499 

Os 1890.67 1333.17 197.99 8.67 1798.8

6 

121.94  110.2

3 

1.27 34.08 59.64 1806.4

4 

7363 

Wb 31.93 2.49 0.26  8.37 1871.7

2 

34.11 0.16  1.66 1.14 1.88 1953.74 

Dwb      32.05       32.05 

Er 7.09 4.19   4.19 1.90  34.43  4.47   56.29 

Il         387    387 

Sq 2.23 57.73   5.76   2.24  109.9

8 

 0.34 178.30 

Stlmnt           1506  1506 

Wl 1571.03 1208.50 1.31  1508.2

9 

4.43 0.01  53.65   3416.7

4 

7764 

 47365 33780 5184.8

0 

1362 7623 3485.4

0 

207.7

1 

152.8

1 

468.1

2 

353.2

5 

1671 8353 110006.1

1 

Cl - Cultivated land; Ucl - Uncultivated land; Df - Dense forest; Of - Open forest; Os - Open scrub; Wb - Water body; Dwb - Dry 

water body; Er - Exposed rock; Il - Industrial land; Sq - Stone quarry; Stlmnt -Settlement; Wl - Waste land. No change transition 

types = bold. 
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Figure 4: Landse/cover change in different categories during last decade (2005-2015) in Shahzad basin (a) 

Cultivated land (b) uncultivated land (c) Dense forest and (d) Open fores 

t 

  

  

Figure 5: Landse/cover change in different categories during last decade (2005-2015) in Shahzad basin (a) Open 

scrub (b) Wasteland (c) waterbody and (d) Built-up land 
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Figure 6: Water spread in major reservoir during 2005 and 2015 

 

Surface Water and Landuse Pattern  

 

Agriculture in Shahzad basin is rainfed and depends upon the rainfall but it has been observed that 

area around the surface water body especially environ dams have shown positive change over the 

decade. Figure 6 shows the water spread in the reservoir during 2005 and 2015 which has resulted 

into conversion of uncultivated lands into cultivated land thereby indicating good irrigation facilities and 

water availability.  

 

4. Conclusion 

 

Multi temporal satellite imagery and GIS application have proved to be cost effective and accurate 

method to quantify the spatial and temporal phenomenon of LULC dynamics which would have not 

been possible with the conventional mapping. From the study it is concluded that LULC is dynamic in 

nature, thus interconversion of one LULC class to another at different part of the watershed in same 

time period is frequent depending upon the local variation like water availability, geology, livestock 

stress etc. e.g. in some part of the study area, 15.08 km
2
 wasteland has converted into open scrub 

whereas in other part 18.06 km
2
 open scrub has converted to wasteland. Study area is primarily 

agriculture dominated watershed thus, both cultivated and uncultivated land are of paramount 

importance. Cultivated land has increased by 8.25 km
2
 due to conversion of uncultivated land and 

open scrub into cropland due to increase in irrigation facility over the decade. The Dense forest has 

reduce in its areal decreased by 13.27 km
2
 due to conversion and degradation in open forest, whereas 

open forest has been converted into open scrub and waste land due to natural and anthropogenic 

factors. Other dominated category is open scrub which has increased by 2.6 km
2
 since wasteland, 

open forest and dense forest has been converted into open scrub. Areal extent of dry waterbody has 

increased due to decline rainfall and utilization of surface water but overall extent of waterbody has 

also increased as water from Rajghat reservoir (built on the Betwa river) fed to Govindsagar reservoir 

for irrigation purpose. Settlement has increased due to expansion of Lalitpur town over a decade. The 

present study highlights the capacity of remote sensing coupled with GIS in analyzing the change 

dynamics of LULC. A study like this will open a new spectrum for planning, managing and utilizing the 

available natural and land resource at watershed level.  
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Abstract Scholars in urban planning and Geography are increasingly interested in grasping 

demographic information using Remote Sensing data. The accurate detection of residential buildings 

from satellite images seems to be essential in this domain. This paper has a dual purpose: It aims 

firstly at developing an automatized method for residential buildings extraction, then, evaluating the 

relationship between residential building characteristics (number, area, and volume) and demographic 

data. To do so, a dual phasic methodology is proposed. During the first phase, the extraction of 

residential buildings has been done using a transformation into HSI representation where the buildings 

corresponds to the higher values of band I. After that, the image has been transformed into vector and 

the forms of the buildings have been adjusted using convex hull tool in ArcGIS. The identification of 

residential buildings has been done using statistical data. The volumes of buildings has been 

calculated using MATLAB script. During the second phase, a multivariate regression has been 

established and a strong relationship (R
2
=0.87) has been found between the volume of buildings and 

the population data. 

Keywords Building detection; Convex hull; High resolution satellite image; HIS; Population; Supervised 

classification 

 

1. Introduction 

 

Building detection is the subject of many studies in the field of Remote Sensing due to the wide range 

of applications that become available thanks to the generated data. In the scientific literature, several 

approaches were adopted which differ according to the type of adopted method and the used data. A 

semi-automated approach has been adopted by Rüther et al. (2002) using an active contour model 

and the dynamic programming optimization technique. As well, Koç et al. (2005) who developed an 

approach using high resolution images, by applying classification, and using the digital surface model 

(DSM) and object extraction techniques. An automated approach has been adopted by Guo et al. 

(2002) who used high resolution IKONOS satellite images and adopted a snake-based approach for 

2D building outlines’ extraction from, airborne laser scanning system has been used to capture height 

data. Moreover, a pair of aptical and synthetic aperture radar (SAR) images have been used by Tupin 

et al. (2003) to automatically extract building outlines. They first used SAR image to extract partially 

potential building footprints, then, they used the optical one to detect shapes based the extracted lines 
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In addition, Jin X. and Davis C.H. (2005) have automatically extracted buildings from high resolution 

satellite imagery using contextual, structural, and spectral information. This approach is characterized 

by three different extraction strategies: A shape analysis differential morphological profile (DMP) has 

been used to generate and verify building hypotheses, shadows modeling to generate relevant 

information in order to determine the characteristics (position and size) of adjacent buildings and 

spectral information has been used to detect small bright buildings which cannot be detected based on 

contextual and structural information. The major disadvantage of this approach is its inability to detect 

ceiling roof buildings where only 70% of the buildings are successfully detected. Furthermore, 

GÜDÜCÜ (2008) proposed a method for limit extraction based on color segmentation and using high 

resolution satellite images. Lee et al. (2003) proposed a new method based on Supervised 

classification and Hough transformation and using Ikonos images to accurately detect building roofs.  

Koç D. and Türker M. (2005) developed an approach using high resolution images, by applying 

classification, and using the digital surface model (DSM) and object extraction techniques. In addition, 

Inglada, J. (2007) proposed a new method for man-made objects’ detection based on support vector 

machines classification (SVM) and using high resolution optical remote sensing imagery. In this 

method, the original bands of SPOT 5 satellite images have been used for SVM learning and the extra 

bands (such as NDVI, nDSM and other texture measures) were used to find building patches. The 

additional bands increased the accuracy of the method by 10%. Salar Ghaffarian, Saman Ghaffarian 

(2014), applied an approach to detect buildings by collecting field data to make a supervised 

classification where pixels are classified into four classes, and applying morphological operations. 

Some methods based on classification are proposed for detecting and extracting buildings from 

remote sensing images this, by indicating a set of training sample to take several classes for 

supervised classification and using high resolution satellite images.  

 

The previously presented methods might be accurate in structured urban areas. However, those 

methods are not compatible with unorganized areas where finding a pattern seems to be difficult. For 

that, it is essential to find a method to be accurate and useful for unorganized areas. In this context, 

Lebanon, as the majority of third world countries, witnessed a rapid and uncontrolled urban sprawl as 

a result of the corruption and the limited planning regulations (CDR, 2005). As a result, the 

establishment of plans to handle this situation faces huge challenges since it is difficult to obtain the 

required data related to constructed areas and its population data. For that, this situation imposes the 

elaboration of precise methods to provide researchers and specialists in urban planning with the 

necessary information about the built-up and population characteristics. Consequently, the aim of this 

study to design and test an appropriate method for building detection and population estimation.  

 

2. Case Study  

 

The Lebanese Republic, occupying an area of 10452 km
2
, is located in western Asia on the eastern 

shore of the Mediterranean Sea between latitudes 33° and 35° N and longitudes 35° and 37° E (Figure 

1). It borders the Sea in the west, Syria in the north and east, and Occupied Palestine in the south. In 

order to extract the necessary data for this study, a sample of 30 villages (e.g. unorganized areas) 

have been chosen. Those municipalities are arbitrarily chosen and geographically well distributed 

through the country. 
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Figure 1: Distribution of the selected municipalities on Lebanon map 

 

3. Methodology and Data 

 

3.1. Building Detection 

 

To extract the buildings from the Geo-eye satellite image, three steps have been followed. First, a 

conversion from RGB color space to HSI color model has been done using “RGB to HIS tool” in 

ERDAS Imagine Software. It is important to note that the HSI color model represents each color with 

three components: hue (H), saturation (S), intensity (I) (Figure 2).  

 

The Hue component (H) describes the color itself in the form of an angle between 0 and 360 degrees, 

the Saturation component measures the degree of purity of a color, that is, the amount of gray added 

to the color. The range of the S component is [0, 1]. The Intensity is the degree of brightening or 

darkening of a color. The range is between [0, 1] where 0 means black, 1 means white. The essential 

advantage of the HSI model is to distinctly separate the information of brightness, from the hue and 

saturation. The advantage of this model for image processing and color compositions is that it 

improves the visual quality of an image since.  

 

After that, the converted HSI image can be displayed on 'ARCMAP', according to the three 

components H, S, and I. To determine the values corresponding to buildings, the same satellite image 

has been represented according to each of the three bands (H, S, I) (Figure 3). By visual 

interpretation, it’s easy to distinguish the color of the interval representing the buildings and the other 

elements which took the same I value (rocky land, roads ...). As a result, the buildings correspond to 

the highest values of Band I. Then, the image shown according to I band, has been converted into 

vector data (shape file), so that we can eliminate all elements that are non-buildings such as rocky 

terrain, some road portion... By this conversion, all polygons of negligible area have been eliminated 

(e.g. the polygons which have a surface less than 10 m
2
).  
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Figure 2: a) Satellite imagery represented Bikfaya, b) Displayed image according to the band H, c) Displayed 

image according to the band I, d) Displayed image according to the band S 

 

 
 

Figure 3: Polygons represented the building in Bikfaya 
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3.2. Generation of Polygons Representing Buildings 

 

In the field of geometry, convex polygons are those whose diagonals are always internal and whose 

internal angles do not exceed the radian pi or 180 degrees. Another way to determine if a polygon is 

convex is to draw segments between two points of the figure, whatever its position, if these segments 

are always internal, it will be a convex polygon. 

 

'Convex Hull' is the smallest polygon that completely surrounds a set of points. This method is used to 

adjust the shape of the polygons that represent the buildings in all the selected municipalities. By 

generating these convex polygons, we can clearly distinguish all the detected buildings, and then 

calculate their surfaces. Because of some errors due to the existence of other objects with similar 

values of buildings such as roads and land, certain building areas are affected, since the polygons 

generated represent a larger area than the real one, which is manually adjusted as much as possible 

before calculating the areas of buildings (Figure 4). 

 

 
 

Figure 4: Application of convex Hull in a) Bikfaya, b) Nabatieh ElFaouka 

 

3.3. Identification of Residential Buildings 

 

In order to identify the residential buildings, the area has been considered as a key identifier. In fact, 

the area of residential buildings in Lebanon is usually between 80 and 130 m
2 

(Table 1). In practice, 

the areas of generated polygons have been divided into three categories: buildings with small areas, 

large areas’ buildings and residential buildings. As a result, all polygons with surface less than 30 m
2
 

have been eliminated because they do not represent residential buildings. Moreover, buildings with an 

area between 30 and 230 m
2
 have been considered as residential buildings because this interval 

include the majority of residential buildings’ areas. As well, the polygons whose surfaces vary between 

230 and 1000 m
2
, have been classified as residential buildings since they may represent one or two 

residential buildings. As a result, polygons whose areas are greater than 1000 m
2
 have been 

eliminated because they don’t represent residential buildings. 
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Table 1: Housing distribution following the surface of the residential building in Lebanon (The central 

administration of statistics in Lebanon) 

 
Residential building area Lebanon 2014 % 

Less than 30 m
2
 0.9 

30 – 80 m
2
 14.1 

80 – 130 m
2
 41.9 

130 – 180 m
2
 21.3 

180 – 230 m
2
 14.8 

More than 230 m
2
 5.8 

Unknown 1.1 

Sum 100 

 

3.4. Buildings’ Areas  

 

The areas of buildings can be calculated by multiplying the average area of buildings in each 

municipality by the number of buildings previously calculated. This calculation method may reduce the 

error resulting from the detection of buildings or residential buildings identification.  

 

3.5. Buildings’ Volumes  

 

The volume of buildings can be calculated by multiplying the mean area of buildings in each 

municipality with the number of buildings and the corresponding mean height.  

 

 
 

So, in order to determine the buildings’ volumes, it is necessary to know the height of buildings. Thus, 

we have applied the following method. Since we are using an RGB image and based on the hue range 

of the image, the green areas have been detected and selected. Then, this RGB image has been 

transformed into “L-A-B” format and green areas has been made as luminescent as possible to get rid 

of them in the thresholding procedure. Using Otsu’s method, a multi-threshold image function has 

been used to divide the image into four categories: highly bright, bright, dark and highly dark where 

highly dark area is the most probable area to represent the buildings’ shadow. After that, a binary 

image has been generated and the areas which don’t represent a building’s shadow are removed 

(Otsu, 1979). At this point, the shadow’s areas are located on the image and the buildings’ heights are 

determined using the following method: There is a relation between the azimuth of the sun, the 

dimension of shadow and the height of building, consequently, since the azimuth of sun is known 

(almanac data) and the dimension of shadow is known (form the already generated image), the 

building height can be calculated. At the end, the areas and heights of buildings are calculated; the 

volume can be calculated by multiplying them together.  

 

3.6. Population Data 

 

The population data relative to the chosen villages are determined by visiting each municipality and 

count the number of unit residence and we got the mean number of family size, so by multiplying the 

mean number of family size with number of residential unit we get the population in each municipality. 

 

4. Results  

 

4.1. The Volume of Buildings  

 

Using the previously described method, the number of residential buildings (Table 2), the areas of 

residential buildings and their volumes have been calculated for each municipality (Table 3).  
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Table 2: Distribution the number of the buildings according to the intervals of surfaces 

 

Municipality 
Number of buildings 

between 30-230 m
2
 

Number of buildings 

between 230-1000 m
2
 

Total number 

Aabba 973 107 1080 

Aain Baalbek 810 193 1003 

Aakkar El-Aatiqa 466 443 909 

Aaytanit 21 33 54 

Amioun 307 349 656 

Babliyé 420 120 540 

Baskinta 586 238 824 

Beit Chabab 600 213 813 

Beit Meri 459 621 1080 

Bikfaya 183 257 440 

Blida 398 219 617 

Bqerzla 167 66 233 

Deir Ez-Zahrani 538 404 942 

Dibbabiyé 173 14 187 

Ehden 428 476 904 

Jbal El-Botm 299 118 417 

Jebaa 34 12 46 

Joun 352 137 489 

Khirbet Rouha 316 286 602 

Laboué 1193 245 1438 

Majdel Aanjar 658 608 1266 

Markaba 289 144 433 

Michmich Jbayl 190 74 264 

Nabatieh El-Faouka 751 353 1104 

Qaa Baalbek 678 166 844 

Qalamoun 349 219 568 

Ras El Matn 40 311 351 

Roum 161 90 251 

Saksakiyé 887 155 1042 

Terbol Zahlé 281 252 533 

 

Table 3: The areas and volumes of buildings for each municipality 

 

Municipality 
Total number 

of building 

Mean surface 

(m
2
) 

Buildings 

surface (m
2
) 

Building 

volume (m
3
) 

Population 

Aabba 1080 144 155520 544320 5000 

Aain Baalbek 1003 171 171513 600295.5 8000 

Aakkar El-Aatiqa 909 265 240885 963540 15500 

Aaytanit 54 203 10962 43848 800 

Amioun 656 280 183680 642880 6800 

Babliyé 540 185 99900 349650 4000 

Baskinta 824 204 168096 588336 7500 

Beit Chabab 813 178 144714 578856 16000 

Beit Meri 1080 288 311040 1244160 15500 

Bikfaya 440 298 131120 458920 7000 

Blida 617 240 148080 518280 4500 

Bqerzla 233 197 45901 137703 1500 

Deir Ez-Zahrani 942 241 227022 908088 15000 

Dibbabiyé 187 140 26180 78540 880 

Ehden 904 310 280240 1120960 16500 

Jbal El-Botm 417 199 82983 248949 1350 

Jebaa 46 203 9338 28014 500 

Joun 489 198 96822 338877 4800 
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Khirbet Rouha 602 251 151102 528857 10000 

Laboué 1438 165 237270 949080 17000 

Majdel Aanjar 1266 263 332958 1331832 17000 

Markaba 433 219 94827 331894.5 6500 

Michmich Jbayl 264 208 54912 192192 2000 

Nabatieh El-Faouka 1104 210 231840 927360 17500 

Qaa Baalbek 844 175 147700 516950 6000 

Qalamoun 568 225 127800 511200 16000 

Ras El Matn 351 198 69498 277992 7500 

Roum 251 226 56726 170178 1800 

Saksakiyé 1042 161 167762 587167 7000 

Terbol Zahlé 533 261 139113 486895.5 6000 

 

4.2. Relationship between Buildings and Population 

 

After detection of residential buildings and after we determine the number of building, the area of 

residential buildings and the volume of buildings, a regression model was created based on census 

2013 population data and independent variables for residential building number (Figure 5), area 

(Figure 6) and volume (Figure 7). The result shows a strong relation with r-squared 0.87. 

 

 
 

Figure 5: The relationship between the number of buildings and population data 

 

 
 

Figure 6: The relationship between building areas and population data 
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Figure 7: The relationship between building volumes and population data 

 

5. Discussion 

 

The results of this study have been shown a strong relationship between the characteristics of 

buildings (number, area and volume) and the population data. 

 

To verify the result, a municipality where the numbers of residential and non-residential buildings are 

known has been chosen. After applying the method used to identify the residential building, the results 

are summarized in the following confusion matrix (Table 4). 

 

Table 4: Confusion matrix of residential building detection accuracy 

 

 Actual situation  

Residential building  Non-residential building 

Predicted Residential building 901 31 

Non-residential building 116 161 

 

 
 

 
 

The results show that 88.59% of the residential buildings and 83.85% of non-residential buildings were 

correctly identified.  

 

As a result, the validation of the results and the analysis of error have proved that the margin of error is 

acceptable. Consequently, the established mathematical relationship can be considered as a valid 

method to estimate the population data from remote sensing data.  

 

However, this study was limited by the difficulty to identify mixed-use buildings.  

 

6. Conclusion 

 

The combination of remotely sensed data and GIS tools was helpful and efficient in building detection 

and population estimation. In fact, the detection of residential buildings using HSI transformation and 

“Convex Hull” tool and based on statistical information seemed to be accurate and effortless. 

Moreover, the estimation of buildings’ height is a reliable method for buildings’ volume calculation 
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taking into consideration the amount of information that might ensure. Furthermore, the established 

mathematical relationship between buildings’ volume and population allow planners to accurately 

estimate population using building volumes. At the end, this method might be applied in a variety of 

situations such as unorganized urban areas and rural areas in order to grasp the necessary 

information for planners before the establishment of plans or as a monitoring tool for urban sprawl and 

growth.  
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Abstract Light Detection And Ranging (LiDAR) is a well-established active remote sensing technology 

that can provide accurate digital elevation measurements for the ground surface and non-ground 

features such as vegetations, trees, roads and buildings etc. Extraction of non-ground features from 

airborne LiDAR measurements has been a main objective for researches in the past twenty years. 

This study aimed at exploring the different methods for extraction of non-ground features from airborne 

LiDAR point clouds for creation of reliable feature layers that can be employed in a wide range of 

engineering and environmental applications. Also, undertaking comparative study for the application of 

Gaussian low pass filter, focal analysis mean filter and DTM slope-based filter on airborne LiDAR 

Digital Surface Models (DSMs) of varying window sizes in extraction of reliable feature layers have 

been a main objective of this study. Airborne LiDAR dataset captured over the downtown of the City of 

Vaihingen in Germany has been exploited in the study. Visual analysis of the extracted feature layers 

has shown that Gaussian low pass filter of 3x3 window size has removed a small range of non-ground 

features heights while detailed and structured feature layer has been obtained using window size of 

21x21. Additionally, the focal analysis mean filter has achieved better removal of non-ground features 

compared to Gaussian low pass filter at similar window sizes where better representation of the 

downtown landscape has been obtained using window size of 21x21 and larger. On the other hand, 

visual analysis has not shown clear differences between the feature layers extracted using DTM slope-

based filter due to changing the filter window sizes. Statistical analysis has indicated that the ranges of 

elevations in the feature layers from the different examined filters have increased with increasing the 

filter window size till 15x15. Also, the standard deviations of the feature layers have increased due to 

increasing the window sizes of Gaussian low pass and focal analysis mean filters, however increasing 

the window size of the DTM slope-based filter has produced slight increases in the standard deviation. 

Additionally, increasing the window size of Gaussian low pass and the focal analysis mean filters has 

produced feature layers of skewness approaching to zero with window size of 21x21. This has referred 

to feature layers of symmetrical Gaussian normal distribution curves. Moreover, dramatic decreases 

have occurred in the feature layer kurtosis due to increases in the filter window sizes till window sizes 

of 21x21 in the cases of Gaussian low pass and focal analysis mean filters which referred to more 

consistent and outlier free feature layers. 

Keywords Airborne laser scanning; DSM/DEM/DTM; DTM slope-based filter; Feature extraction; 

Focal analysis mean filtering; Gaussian low pass filtering 
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1. Introduction  
 

Three-Dimensional (3D) modeling has been gaining importance in a wide range of applications including 

tourism, telematics, civil protection, real estate management, and financial management (Tomljenovic et 

al., 2015). El-Garouani et al. (2014) carried out a research that investigated the requirements of high-

resolution surface models in simulation of urban modeling where Digital Surface Models (DSMs) were 

created from aerial image stereo pairs using the image matching techniques. Also, they were 

investigating the different methods of creating 3D city structures in addition to reviewing possible 

methods for involvement of the extracted features and 3D models from the digital elevation data in 

various GIS applications such as natural disasters and telecommunications planning. Airborne Laser 

Scanning (ALS) namely; airborne LiDAR is an active remote sensing technology that can provide 

massive 3D data capture known as point clouds can be used in creation of high-quality Digital Surface 

Models (DSMs). Also, valuable products such as Digital Elevation Models (DEM) of the extracted man-

made features such as buildings, power lines, roads in addition to and natural features including 

vegetation mask, single trees, vertical tree structures constitute standard outputs from airborne LiDAR 

point clouds (Büyüksalih and Gazioğlu, 2019; Tomljenovic et al., 2015). Non-ground features can be 

extracted from the DSMs leaving a ground surface model that is usually known as a Digital Terrain Model 

(DTM). In urban environment separation of non-ground surface features from ground surface points can 

provide a valuable combination of two datasets that can widen their applications. For example, detailed 

ground surface elevations can be important for predicting flood inundation and potential effects of sea 

level rise, however detailed models of man-made objects known as feature layers can be very important 

for property owners, planning authorities and insurance companies (Büyüksalih and Gazioğlu, 2019; 

Priestnall et al., 2001). Also, Feature layers can be employed in creation of surface roughness maps 

necessary for flood and hydrodynamic modelling since researchers defined the surface roughness as the 

standard deviation of the extracted residual surface models known as feature layers (Grohmann et al., 

2011 & 2009). 
 

Airborne LiDAR has been a very effective and prolific technology that can be exploited in mapping and 

modeling of various types of landscapes due to its capability of providing highly accurate 

measurements of the landscape features with exploitation of single pulse, multiple pulses or full 

waveform. Many newer approaches use full-waveform measurements since they can save a much better 

source of information. Three-dimensional coordinates of the laser beam reflections, the intensity and the 

pulse width can be extracted by a waveform decomposition, which fits a series of Gaussian pulses to the 

waveform. Since multiple reflections can be detected from the full waveform and overlapping pulse 

reflections can be distinguished higher point density can be achieved compared to the conventional 

discreet returns (Tomljenovic et al., 2015). Also, Airborne LiDAR is emerging into a wide range of 

applications, in ecology, forestry, geomorphology, seismology, environmental research due to its 

capability to produce three-dimensional point data with high spatial resolution and high accuracy 

(Jawaka et al., 2014). Additionally, LiDAR data have been used intensively in terrain surface modelling 

since LiDAR sensors can record distances between the sensor and targets that is called the range 

data in addition to the strength of the backscattered energy reflected from the targets and known as 

the intensity data. Moreover, LiDAR sensors use the near-infrared spectrum range of high separability 

in the reflected energy from different targets allowing LiDAR intensity data to be exploited in land-

cover classification (Mahadi et al., 2018; Shaker and El-Ashmawy, 2012). Thus, Airborne LIDAR is 

gaining increasing importance in recent years as it also, can provide topographic information with 

dense point cloud data as well as all detailed surface models that can be used in a wide range of 

disciplines including cartography, construction, city planning, forestry, energy, hydrology, geology, 

transportation, telecommunications, security, disaster, aviation and infrastructure (Büyüksalih and 

Gazioğlu, 2019). Furthermore, Airborne LiDAR can provide laser-based measurements of the distance 

between an aircraft, the platform carrying the system, and the ground to deliver 3D point clouds as a 

representation of the scanned surface of high spatial density. This can be in the range from under 1 point 

per square meter (ppsm) and above (Heinzel and Ginzler, 2019). Additionally, airborne LIDAR uses 

transmitted properties of scattered light for detecting intended targets that allows its potential uses for 

spatial planning and management including mangrove monitoring (Mahadi et al., 2018). In addition, 
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the superiority of ALS systems basing on LiDAR technology has been determined by the fact that the 

signal can penetrate small gaps in vegetation and semi-transparent objects on the earth’s surface to 

provide additional information about physical properties of the scanned object (Tomljenovic et al., 2015). 

Moreover, ALS technology has many characteristics that provide its superiority over the other remote 

sensing technologies including: 1) High-speed data capture for extended areas with each data point of 

3D positional coordinates in addition to signal backscatter information including signal intensity and echo 

width for full-waveform ALS systems. 2) High degree of spatial coverage and accurate spatial data that 

can easily be collected. 3) Elevation data are directly measured through the range measurements of the 

laser pulse. 4) Multiple returns per one laser pulse from the ALS data can be used as a great source of 

information in vegetated areas in forestry applications. 5) ALS multiple returns can provide insight into 

the vertical forest structure and complexity (Tomljenovic et al., 2015; Sithole, 2001).  

 

Sevgen (2019) stated that Airborne LiDAR data have been increasingly used for classification of urban 

landscapes for urban planning, mapping, and change detection monitoring. He classified airborne LiDAR 

data of a complex urban area from Bergama District, İzmir, Turkey into four classes; buildings, trees, 

asphalt road, and ground using an algorithm called Random Forest (RF) supervised classification 

method. He also, used ground truth data collected from the studied area to select training data and 

validate the results since buildings were very close to each other and trees sometimes cover the rooftops 

of buildings. Finally, he acknowledged that the most challenging part of his study was to generate ground 

truth in a complex area; however, he recommended obtaining results of an overall accuracy of 70.20%. 

Wang et al. (2019) reviewed the potential of using LiDAR data in improving the accuracy of urban tree 

species classification. They reviewed the different studies that utilized LiDAR data in urban tree species 

mapping, with great emphasis on the studies where LiDAR data was fused with optical imagery, through 

classification accuracy comparison, general workflow extraction and discussion and summarizing of 

LiDAR data contributions. They recommended that combining LiDAR data in urban tree species 

identification could achieve better classification accuracy and improve the classification accuracy on finer 

and larger species levels while aiming to maintain the classification costs. Vosselman and Maas 2001 

stated that for production of DTMs from Airborne LiDAR measurements many points were measured on 

vegetation, buildings and other objects above the ground surface that required to be removed from the 

dataset. This can be done by filtering the data since several algorithms were developed through making 

assumptions on the spatial distribution of the points in the terrain and verifying these assumptions on the 

points to be classified as ground points or not. However, the filtering process becomes difficult when the 

objects to be removed such as buildings are similar in shapes to objects that comprise parts of the terrain 

such as dikes (Vosselman and Maas, 2001).  

 

Perko et al. (2015) proposed a simple filtering approach that can be applied on the DSMs in order to 

extract DTMs with focus on robustness and computational efficiency to filter DSMs extracted from 

satellite stereo images. They acknowledged that their approach represented an evolution of an existing 

DTM generation method as it included integration of multi-directional processing as well as slope 

dependent filtering. They acknowledge that their DTM generation workflow was fully automatic and 

required no user interaction. Finally, they recommended that qualitative and quantitative evaluations of 

the created DTMs with respect to reference LiDAR data showed effectiveness of their algorithm. Jawaka 

et al. (2014) exploited what was called Canopy Height Model (CHM)-based workflow for individual tree 

crown delineation and 3D feature extraction in addition to building feature delineation from high-density 

LiDAR point cloud data in an urban landscape. In addition, they evaluated the accuracy through 

exploitation of very high-resolution panchromatic (PAN) (spatial) and 8-band (multispectral) WorldView-2 

(WV-2) imagery. Their workflow included creation of DSM from LiDAR point cloud, generation of a hill-

shade image and an intensity image, generation of bare earth DTM and extraction of trees and buildings. 

They recommended that overestimation of trees and buildings were due to the incorrect filtering of the 

point clouds. Additionally, they acknowledged that LiDAR-based 3D feature extraction supplemented by 

high resolution satellite data should have potential to be used for understanding and characterization of 

urban features. 
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Uzar and Yastikli (2013) presented an automatic building extraction approach using LiDAR data and 

aerial photographs from a multi-sensor system positioned at the same platform. The approach consisted 

of segmentation, analysis and classification steps based on object-based image analysis using 

chessboard, contrast split and multi-resolution segmentation methods. They used the scale, shape, 

completeness, brightness and statistical parameters in determining threshold values for classification in 

the analysis. Also, they used the intensity images created from LiDAR data and morphological operations 

in improving the accuracy of the building class. Finally, they recommended that the approach achieved 

an overall accuracy of about 93% for the target class in suburban neighborhood in addition to 

completeness of 96.73% and correctness of 95.02% where the analyses were performed by comparing 

the automatically extracted buildings with reference data. Liu et al., 2013 stated that researchers 

extensively applied Locally Excitatory Globally Inhibitory Oscillator Networks (LEGION) for segmentation 

where these networks are neural oscillator networks based on biological frameworks. They developed a 

modified LEGION segmentation to extract buildings from high-quality DSMs where the extraction is 

implemented without assumptions on the underlying structures in the DSM and without prior knowledge 

of the number of regions. In addition, they used grey level co-occurrence matrix homogeneity to measure 

DSM height texture of complex information DSM in urban landscape. Then they used homogeneity to 

distinguish buildings from trees. Moreover, they proposed a least square solution with perpendicular 

constraints for determining regularized rectilinear building boundaries in addition to proposing arc line 

fitting for the buildings. Hui et al. (2019) presented a threshold-free filtering algorithm based on what they 

called expectation–maximization and on the assumption that point clouds are seen as a mixture of 

Gaussian models. They used mixed Gaussian model for partitioning of point clouds for separation of 

ground points and non-ground points from the point clouds with the application of the expectation–

maximization to realize the separation which calculates the maximum likelihood estimates of the mixture 

parameters. 

 

Tomljenovic et al. (2015) carried out an overview of building extraction approaches applied to Airborne 

Laser Scanning data through examining elements used in original publications, such as data set area, 

accuracy measures, reference data for accuracy assessment, and the use of auxiliary data. They stated 

that the analysis revealed trends and challenges with showing remaining deficiencies such as 

inconsistent accuracy assessment measures and limitations of independent reference data sources for 

accuracy assessment. However, they recommended that despite deficiencies, ALS data constituted a 

valuable source of spatial information for building extraction. In addition, they recommended that taking 

into account the short civilian history of ALS it can be concluded that ALS has been well established in 

the scientific community and seemed to become indispensable in many fields. Sithole (2001) described 

the modifications made to slope based filter for removal of above ground features and explained the 

slope-based filter assuming that ground slopes do not rise above a certain threshold while features of 

slopes above this threshold do not belong to the ground surface. Such assumptions limited the use of the 

filter to terrain with gentle slopes where making modifications to the filter is necessary. So, the filter was 

modified allowing a varied threshold depending on the ground slope where with the use of the modified 

filter the number of ground points in steep terrain not filtered off was reduced. Li et al. (2019) explored 

pavement distress identification using low-altitude Unmanned Aerial Vehicle LiDAR (UAV LiDAR) and 

Random Forest Classification (RFC) for a section of an asphalt road in the suburb of Shihezi City in 

Xinjiang Province of China. They carried out spectral and spatial feature analysis of pavement distress of 

48 multidimensional and multiscale features extracted based on point cloud elevations and reflection 

intensities. Then, they extracted the pavement distresses from the dataset by utilizing the RFC method 

and acknowledged that the overall accuracy of the distress identification was 92.3%, and the kappa 

coefficient was 0.902. Also, they recommended that their method achieved an overall accuracy of 

95.86% with the use of validation dataset.  

 

Shaker and El-Ashmawy (2012) carried out a research aimed at investigation and evaluation of the use 

of LiDAR data only (range and intensity data) in extracting land cover information. They combined 

different bands generated from LiDAR data including normal heights, intensity texture, surfaces slopes, 

and Principal Component Analysis PCA) with the original data for studying the influence of including 
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these layers on the classification accuracy. Also, they used the maximum likelihood classifier to conduct 

classification process for LiDAR data and considered it as one of the best classification techniques. 

Additionally, they selected a study area of an urban district in Burnaby, British Colombia, Canada, to test 

the different band combinations to extract four information classes namely; buildings, roads and parking 

areas, trees, and low vegetation areas that can be grass areas. Finally, they recommended that an 

overall accuracy of more than 70% that can be achieved using the intensity data and other auxiliary data 

generated from the range and intensity data. Mahadi et al. (2018) carried out a research that aimed at 

mapping the mangrove coverage and canopy height using airborne LiDAR data at mangrove areas of 

Sangkulirang district, East Kutai, East Borneo. They used corrected point cloud LiDAR data and 

classified it into seven classes namely; ground, mangroves, non mangroves, water, vehicle, low point 

and isolated point. Also, they used ground class as the data source for DTM while they used mangrove 

as the data source for DSM. Then, they created a Canopy Height Model (CHM) through the subtraction 

operation (DSM – DTM) where the CHM represented the height of mangroves canopy from land. At the 

end, they recommended that mangrove distribution had an area of 64.07 km
2
 and the height of 

mangrove canopy was dominated by about 10-30 meters while the maximum height reached 54.04 

meters. Feng et al. (2019) stated that urban land-use mapping is a challenging remote sensing activity; 

however with the availability of diverse remote sensors, integration of multisource data can provide an 

opportunity for improving urban land-use classification accuracy. They presented a paper that proposed 

a modified two-branch convolutional neural network for the adaptive fusion of Hyper-Spectral Imagery 

(HSI) and LiDAR data. Their model consisted of HSI branch and LiDAR branch sharing the same 

network structure for reduction of the time cost of network design. Also, they utilized a residual block in 

each branch to extract hierarchical, parallel and multiscale features. In addition, they proposed an 

adaptive-feature fusion module for integration of HSI and LiDAR features basing on Squeeze-and-

Excitation Networks. Moreover, they acknowledged that their two-branch network showed good 

performance with an overall accuracy of 92% and stated that compared with single-source data, 

introduction of multisource data improved the accuracy by at least 8%. Finally, they recommended that 

their proposed network can effectively extract and fuse features for a better urban land-use mapping 

accuracy. 

 

This study aimed at exploring the different methods for extraction of non-ground features from Airborne 

LiDAR point clouds for creation of feature layers that can be utilized in a wide range of engineering and 

environmental applications. The study also, aimed at applying a comparative study of the application of 

three different filtering techniques namely; Gaussian low pass filter, focal analysis mean filter, and DTM 

slope-based filter on airborne LiDAR DSM in downtown urban landscape at varying filter window sizes 

for extraction of reliable and accurate feature layers. In addition, evaluating the effects of the sizes of 

user defined windows of Gaussian low pass filter, focal analysis mean filter and DTM slope-based filter 

on the characteristics of the extracted feature layers has been a main objective of the analysis. 

 

2. Materials and Methods  

 

A sample of LiDAR data of the ISPRS WG III/4 Test Project on Urban Classification and 3D Building 

Reconstruction has been provided by ISPRS WG III/4 and the German Association of Photogrammetry 

and Remote Sensing (DGPF) (Cramer, 2010). The test data were captured over the City center of 

Vaihingen in Germany that constitute the downtown of the City on 21 August 2008 by Leica Geosystems 

using a Leica ALS50 system of 45° field of view and average flying height of 500 meters above ground. 

The whole airborne laser scanning data set of DGPF comprised 10 strips with average strip overlap of 

30% and median point density of 6.7 points /m
2
. However, point density varied considerably over the 

whole block depending on the overlap but in areas covered by only one strip the mean point density was 

about 4.0 points/m
2
 (Rottensteiner et al., 2013). In this study, the file Vaihingen _Strip_09.las has been 

exploited for extraction and analysis of different quality feature layers through filtering of airborne LiDAR 

DSM in urban downtown landscapes. In Figure 1, Vaihingen_Strip_09.las test data file represented a 

complete Airborne laser scanning (ALS) strip that formed a trapezoidal of 1448 meters in length (height) 

and 495 meters in width at one of the bases and 451 meters in width at the opposite base. Thus, this 
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ALS strip covered an area of about 684904 of square meters. The sample data consisted of 3,675,745 

LiDAR data measurements giving LiDAR point cloud density of 5.368 points per one square meter 

(pts/m
2
). This means that one LiDAR measurement was recorded for every 0.186 square meters in 

average. The statistical analysis of the dataset has given a minimum elevation of 152.243 meters and a 

maximum elevation of 348.092 meters producing a range of elevations of 195.849 meters. Additionally, 

the mean elevation of the dataset is 275.4267 meters, the median is 273.394 meters and the standard 

deviation is 19.555 meters.  

 

A Digital Surface Model (DSM), Figure 2 has been created from Vaihingen_Strip_09.las LiDAR data file 

using version 6.4 of SAGA (System for Automated Geoscientific Analyses), an open source GIS 

software. The Inverse Distance Weighting (IDW) interpolation method with a power of four and grid 

resolution of half a meter have been used as the interpolation parameters. The generated DSM in Figure 

2 has been subjected to filtering operations with Gaussian low pass filter and focal analysis mean filter 

for extraction of non-ground objects and creation of feature layers in the downtown urban landscape. 

Filtering of LiDAR DSM have been performed using different window sizes of 3x3, 5x5, 7x7, 9x9, 11x11, 

15x15, 21x21, 25x25, 31x31, 35x35 and 41x41 under SAGA 6.4 open source GIS software and Surfer 

15 commercial software packages. The generated DTMs from Gaussian low pass filter and focal 

analysis mean filter of varying window sizes have been algebraically subtracted from the original LiDAR 

DSM producing different quality feature layers. The extracted feature layers have been subjected to 

visual and statistical analysis in order to assess the efficiency of the filtering algorithms with different 

window sizes in creation of reliable feature layers. Also, the original LiDAR DSM have been subjected to 

filtering operations using DTM slope-based filter under SAGA 6.4 using the same user defined window 

sizes mentioned above. However, in each filtering operation of LiDAR DSM with DTM slope-based filter 

the DSM is separated into two models directly; a bare earth model representing a DTM and a removed 

object model representing a feature layer. The removed object models resulting from the application of 

the DTM slope-based filter of varying window sizes and representing feature layers have been analyzed 

visually and statistically and compared with the feature layers extracted from the other two filtering 

algorithms. 

 

 
 

 

 

 

 

3. Results and Discussion  

 

3.1. Extraction of Feature Layers Using Gaussian Low Pass Filter of Varying Window Sizes 

 

Low pass filtering is a spatial filtering process based on using low pass filters designed to emphasize low 

spatial frequency features and deemphasize high spatial frequency features of an image in a spatial 

domain (Lillsand and Kiefer, 2000; Jensen, 2000). Low frequency information of an image represents the 

background patterns of the image. The output from low pass filtering of a digital image is an image of 

much of details in the original image have been smoothed or removed. Thus, low pass filtering can be 

identified as a process of smoothing or blurring a digital image (Jensen, 2005; Mather, 1999). Gaussian 

low pass filter is a smoothing filter that is used to blur or soften data and remove details and noise from 

DSMs and raster images. The amount of smoothing is determined by the standard deviation where for 

higher standard deviations a larger search radius is required (Ringeler, 2003; Abdalla & Elmahal, 2015; 

Hui et al., 2019). Gaussian low pass filter has been performed on the LiDAR DSM, Figure 2 with varying 

Figure 1: Point cloud airborne LiDAR dataset 

created from the data file 

Vaihingen_Strip_09.las. 

 

Figure 2: DSM created from the point cloud 

airborne LiDAR dataset of the file 

Vaihingen_Strip_09.las. 
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window sizes for removal of non-ground features resulting in different quality DTMs that can be utilized in 

extraction of feature layers. Each one of the created DTMs from Gaussian low pass filter of varying 

window sizes has been algebraically subtracted from the airborne LiDAR DSM, Figure 2 giving feature 

layers of different qualities. The resulting feature layers from the subtraction operations have been 

analyzed visually and statistically in order assess the effects of the filter window size on the 

characteristics of the extracted feature layers. 

 

 
 

 

 

 

 

 
 

 

 

 

Figures from 3 to 8 depict feature layers extracted from Airborne LiDAR DSM through the application of 

Gaussian low pass filter using varying window sizes as 3x3, 7x7, 11x11, 21x21, 31x31 and 41x41 

respectively. Figure 3 depicts a feature layer produced through application of Gaussian low pass filter 

with 3x3 window size on the LiDAR DSM. Such feature layer is structured showing most of the details of 

the downtown landscapes with streets and buildings have been clear. However, the legend in Figure 3 

have recorded a range that is between -0.6 and +0.6. This means that Gaussian filter with window size of 

3x3 has attenuated a small range of high frequencies since the heights of the downtown features have to 

be higher than that. With increasing the window size of the filter to 7x7 clearer improvements can be 

observed where more structured and detailed feature layer has been recorded in Figure 4. However, the 

legend has recorded heights from -1.6 and 1.6 which has been still less than that expected heights for 

downtown landscapes. Figure 5 depicts a feature layer of a wider range of heights (-2.4 to 2.4) with 

clearer representation of the rooftops of the building in blue color tones, however, parts of the downtown 

landscape still being missed out due to application of Gaussian low pass filter of 11x11 window sizes. 

Much better representation of the downtown landscapes has been obtained from the application of 

Gaussian low pass filter of bigger window sizes as shown in Figure 6 which has been obtained due to 

application of filter window size of 21x21 where more structured feature layer with increasing in the blue 

color tones representing the rooftops of the buildings and wider ranges of feature heights (-3.2 to 3.2) 

have been obtained. More increases in the filter window size have not produced much changes of the 

feature layer 2D views as shown in Figure 7 and 8 which are feature layers resulting from the application 

of Gaussian filter of window sizes of 31x31 and 41x41 respectively. However, increasing the filter window 

sizes has increased the ranges of the elevations in the feature layers to be closer to the actual heights of 

buildings in the downtown landscapes. 

 
 

Figure 3: Feature Layer extracted from 

LiDAR DSM using Gaussian low pass filter of 

3x3 window size 

 

Figure 4: Feature Layer extracted from 

LiDAR DSM using Gaussian low pass filter of 

7x7 window size 

 

Figure 5: Feature Layer extracted from 

LiDAR DSM using Gaussian low pass filter of 

11x11 window size 

 

Figure 6: Feature Layer extracted from 

LiDAR DSM using Gaussian low pass filter of 

21x21 window size 
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Table 1 depicts the statistical analysis results of the feature layers extracted from LiDAR DSM through 

the application of Gaussian low pass filter of varying window sizes of 3x3, 7x7, 11x11, 15x15, 21x21, 

25x25, 31x31, 35x35 and 41x41. Form table 1 the minimum heights are in negative values that could be 

due to spikes resulting from the subtraction operation of the created DTMs from the original DSM, 

however the absolute minimum height has increased with increasing the window size of the Gaussian 

low pass filter. Also, the maximum heights in the feature layer and ranges of heights in the feature layer 

have increased with increasing the filter window sizes. The same can be said on the standard deviation 

of the feature layer which have increased with increasing the filter window size referring to better 

extraction of the features of downtown landscape. Also, increasing the filter window size has improved 

the skewness and kurtosis statistical properties of the created feature layers where increasing the filter 

window size has provided feature layers of skewness and kurtosis values approaching to zero which 

means feature layers of more symmetrical Gaussian normal distribution curves in addition more 

consistent feature layers free from outliers can be obtained from the application of larger window size 

Gaussian low pass filter. 

 

Table 1: Statistical analysis results of the feature layers extracted from LiDAR DSM through the application of 
Gaussian low pass filter of varying window sizes 

Gaussian 

low pass 

filter window 

size 

Feature 

layer 

from 

filter 

3x3 

Feature 

layer 

from 

filter 

5x5 

Feature 

layer 

from 

filter 

7x7 

Feature 

layer 

from 

filter 

11x11 

Feature 

layer 

from 

filter 

15x15 

Feature 

layer 

from 

filter 

21x21 

Feature 

layer 

from 

filter 

25x25 

Feature 

layer 

from 

filter 

31x31 

Feature 

layer 

from 

filter 

35x35 

Feature 

layer 

from 

filter 

41x41 

Min. (m) 

-

22.955 

-

51.576 

-

57.768 

-

61.174 

-

61.939 

-

61.345 

-

60.752 

-

60.138 

-

59.545 

-

58.741 

Max. (m) 8.643 19.857 21.093 22.468 27.024 28.799 29.399 29.780 30.218 32.827 

Mean (m) 0.000 0.000 0.000 0.000 -0.002 -0.004 -0.005 -0.006 -0.007 -0.008 

Median (m) -0.001 -0.003 -0.005 -0.011 -0.033 -0.085 -0.133 -0.187 -0.244 -0.328 

Range (m) 31.598 71.433 78.861 83.642 88.963 90.144 90.151 89.919 89.763 91.568 

Standard 

Deviation 

(m) 0.324 0.780 0.954 1.218 1.568 1.885 2.078 2.256 2.420 2.640 

Skewness 

(m) -1.993 -1.793 -1.431 -0.798 -0.285 -0.018 0.099 0.189 0.262 0.351 

Kurtosis (m) 83.249 66.253 48.422 26.757 13.780 9.037 7.498 6.539 5.905 5.293 

 

3.2. Extraction of Feature Layers Using Focal Analysis Mean Filter of Varying Window Sizes 
 

Focal analysis mean filter has been recommended by some authors as a method for smoothing of the 

DSMs and attenuation of the high frequencies (e.g. Priestnall et al., 2001; Sharma et al., 2010). In this 

study, focal analysis mean filter has been performed on airborne LiDAR DSM, Figure 2 with varying 

window sizes for extraction of non-ground features and depicting them in a separate feature layer 

through creation of a DTM. The created DTMs from focal analysis mean filtering of the LiDAR DSM at 

varying window sizes have been algebraically subtracted from the original DSM, Figure 2 for extraction 

of feature layers of varying qualities. The extracted feature layers have been subjected to visual and 

statistical analysis in order to assess the effects of changing the window size of the focal analysis 

mean filter on the characteristics of that feature layers. 

Figure 7: Feature Layer extracted from 

LiDAR DSM using low pass Gaussian filter of 

31x31 window size 

 

Figure 8: Feature Layer extracted from 

LiDAR DSM using low pass Gaussian filter of 

41x41 window size 
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Figures from 9 to 14 depict feature layers extracted from focal analysis mean filtering of Airborne 

LiDAR DSM, Figure 2 with window sizes of 3x3, 7x7, 11x11, 21x21, 31x31 and 41x41 respectively. 

Similar to the feature layer extracted using 3x3 Gaussian low pass filter the feature layer from 3x3 

window size, Figure 9 is structured showing all the details of the downtown landscapes including 

streets and buildings. However, the legend in figure 9 is of higher range (from -1.2 to +1.2) compared 

to that in Figure 3 that has been between -0.6 and +0.6. This means that focal analysis filter 3x3 has 

achieved better removal of the non-ground features compared to Gaussian low pass filter with similar 

window size. With increasing the window size of the filter to 7x7 more structured and more detailed 

feature layer has been obtained in Figure 10. This has been clear in the wider representation of the 

color tones and representation of the rooftops of the buildings in blue color tones referring to higher 

elevation features. Also, the range of the heights in the feature layer has been between -2.0 and 2.0, 

however it has been still less than the expected heights for the downtown landscapes. Figure 11 

depicts a feature layer of wider range of heights (-2.4 to 2.4) with clearer representation of the rooftops 

of the building in blue color tones, however, parts of the downtown landscape have been missed out 

with the application of focal analysis mean filter of 11x11 window size. Better representation of the 

downtown landscapes has been obtained from the application of focal analysis mean filter of bigger 

window sizes that has been clear in Figure 12 obtained from the application of filter window size of 

21x21 where more structured feature layer with increases in blue color tones representing the rooftops 

of the buildings and wider ranges of feature heights (-4 to 4) have been recorded in the legend. More 

increases in the filter window size have produced considerable changes of the feature layer as shown 

in Figure 13 and 14 which represent feature layers resulting from the application of filter of window 

sizes of 31x31 and 41x41 respectively. In Figure 13 and 14 the blue color tones have increased and 

become darker referring to higher urban features. Also, wider ranges of feature heights have been 

represented in Figure 13 and 14 as -5 to +5 and -6 to +6 respectively.  
 

 
 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

Figure 11: Feature Layer extracted from 

LiDAR DSM using focal analysis mean filter 

of 11x11 window size 

 

Figure 12: Feature Layer extracted from 

LiDAR DSM using focal analysis mean filter 

of 21x21 window size 

 

Figure 13: Feature Layer extracted from 

LiDAR DSM using focal analysis mean filter 

of 31x31 window size 

 

Figure 14: Feature Layer extracted from 

LiDAR DSM using focal analysis mean filter 

of 41x41 window size 

 

Figure 9: Feature Layer extracted from 

LiDAR DSM using focal analysis mean filter 

of 3x3 window size 

 

Figure 10: Feature Layer extracted from 

LiDAR DSM using focal analysis mean filter 

of 7x7 window size 
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Table 2: Statistical analysis results of the feature layers extracted from LiDAR DSM due to application of focal 

analysis mean filter of varying window sizes 

 

Focal 

analysis 

mean filter 

window size 

Feature 

layer 

from 

filter 

3x3 

Feature 

layer 

from 

filter 

5x5 

Feature 

layer 

from 

filter 

7x7 

Feature 

layer 

from 

filter 

11x11 

Feature 

layer 

from 

filter 

15x15 

Feature 

layer 

from 

filter 

21x21 

Feature 

layer 

from 

filter 

25x25 

Feature 

layer 

from 

filter 

31x31 

Feature 

layer 

from 

filter 

35x35 

Feature 

layer 

from 

filter 

41x41 

Min. (m) 
-

59.240 

-

65.592 
-67.295 

-

67.996 

-

67.562 

-

66.085 

-

65.134 

-

64.096 

-

63.705 
-70.759 

Max. (m) 21.328 18.535 23.286 27.872 29.039 29.931 30.214 32.733 34.112 35.463 

Mean (m) 0.000 0.000 0.000 0.000 0.000 0.001 0.001 0.002 0.003 0.005 

Median (m) -0.001 -0.004 -0.007 -0.018 -0.042 -0.114 -0.176 -0.276 -0.341 -0.430 

Range (m) 80.568 84.127 90.581 95.869 96.600 96.016 95.347 96.829 97.817 106.222 

Standard 

Deviation 

(m) 

0.795 0.976 1.145 1.468 1.771 2.185 2.430 2.752 2.938 3.178 

Skewness 

(m) 
-1.855 -1.437 -0.961 -0.413 -0.168 -0.026 0.000 -0.012 -0.036 -0.081 

Kurtosis (m) 83.733 51.952 34.028 17.280 11.890 10.349 10.830 12.428 13.752 15.819 

 

Table 2: depicts the statistical analysis results of the feature layers extracted from LiDAR DSM through application 

of focal analysis mean filter of varying window sizes of 3x3, 7x7, 11x11, 15x15, 21x21, 25x25, 31x31, 

35x35 and 41x41. Form Table 2 the minimum heights have been in negative values that can be due to 

outliers resulting from the subtraction of the created DTM from the original DSM, however the 

minimum heights of the feature layers have decreased with increasing the window size of the focal 

analysis mean filter. Also, the maximum heights in the feature layer and consequently the ranges of 

heights in the feature layers have increased with increasing the filter window sizes. The same can be 

said on the standard deviation of the feature layer which have increased with increasing the filter 

window size referring to better extraction of high features in downtown landscape due to increasing the 

filter window sizes. Also, increasing the filter window sizes has left noticeable decreases on the 

absolute values of the skewness and kurtosis which refers to improvements in the statistical properties 

of the extracted feature layers. This means feature layers of more symmetrical Gaussian normal 

distribution curves and more consistent feature layers free from outliers can be obtained from the 

application of the focal analysis mean filter with larger window sizes. 

 

3.3. Extraction of Feature Layers Using DTM Slope-Based Filter of Varying Window Sizes 

 

DTM slope-based filter is a grid filtering approach that works under the open source GIS software 

namely; SAGA (System for Automated Scientific Analysis). This filtering approach can be used to filter 

a DSM to classify the grid cells into a bare earth layer and a removed object layer where these layers 

can be also known as DTM layer and non-ground feature layer respectively. Such filtering approach 

has been basing on the concepts described by Vosselman (2000) assuming that a big elevation 

difference between two neighboring grid cells is unlikely to be caused by a steep slope in the terrain 

(Wichmann, 2010; Vosselman, 2000). Thus, the probability that the higher elevation value grid cell 

could be a ground point decreases if the distance between the two grid cells decreases. In addition, 

the filter defines the acceptable height difference between the two grid cells as a function of the 

distance between them. Then, the grid cell is classified as ground if there is no other grid cell within the 

filter search radius such that the height difference between these grid cells is larger than the allowed 

maximum height difference at the distance between these grid cells. Moreover, an approximate ground 

surface slope variable is used to modify the filter function to match the overall slope in the whole DSM 

area. Furthermore, a confidence interval could be applied for omission of blunders (Wichmann, 2010; 

Sithole, 2001; Sithole & Vosselman, 2003). 
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Figures from 15 to 20 depict removed object models that represent feature layers produced directly 

from the application of the DTM slope-based filter on airborne LiDAR DSM, Figure 2 with window sizes 

of 3x3, 7x7, 11x11, 21x21, 31x31 and 41x41 respectively. As shown in the Figures from 15 to 20 the 

DTM slope-based filter has extracted non- ground objects to create feature layers that has been very 

detailed with keeping the actual elevations of the different features. This has been very different from 

the cases of the Gaussian low pass filter and the focal analysis mean filter where subtraction 

operations have been necessary to separate the feature layer from the DSM with the use of the filtered 

out DTM. Two-dimensional visual analysis of the feature layers, Figures from 15 to 20 has been 

unable to show distinguishable differences between the obtained feature layers since they show 

similar color tone distribution, very close textures and almost the same patterns. Even the 

accompanied legend with the extracted feature layers depict the same ranges of elevations and the 

same elevation values. 

 

Table 3 depicts the statistical analysis results of the feature layer extracted from airborne LiDAR DSM 

using DTM slope-based filter of varying window sizes. The statistical analysis of the feature layers has 

shown clear changes in the minimum elevations of the feature layers which decrease due to 

increasing the filter window sizes referring to better extraction of the non-ground features. This has not 

been the case with the maximum elevations in the feature layers which have been kept unchanged 

with increasing the DTM slope-based filter window sizes. The values of the minimum and maximum 

elevations have been reflected on the ranges of elevations, since the range of elevations in the feature 

layer is calculated as the algebraic difference between the maximum elevation and the minimum 

elevation. Thus, the ranges of elevations in the feature layers have increased with increasing the 

window sizes of the DTM slope-based filter. Also, the standard deviations of the extracted feature 

layers have increased with increasing the filter window sizes. On the other hand, increasing the 

Figure 15: Feature layer extracted from 

LiDAR DSM with the use of DTM slope-

based filter of 3x3 window size 

 

Figure 16: Feature layer extracted from 

LiDAR DSM with the use of DTM slope-

based filter of 7x7 window size 

 

Figure 17: Feature layer extracted from 

LiDAR DSM with the use of DTM slope-

based filter of 11x11 window size 

 

Figure 18: Feature layer extracted from 

LiDAR DSM with the use of DTM slope-

based filter of 21x21 window size 

 

Figure 19: Feature layer extracted from 

LiDAR DSM with the use of DTM slope-

based filter of 3x31 window size 

 

Figure 20: Feature layer extracted from 

LiDAR DSM with the use of DTM slope-

based filter of 41x41 window size 
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window sizes of the DTM slope-based filter has resulted in decreases in the skewness and kurtosis of 

the feature layers and consequently improvements of the statistical properties of the feature layers. 

Thus, the feature layers obtained from bigger window sizes have been of more symmetrical Gaussian 

normal distribution curves and of more consistent elevations and free from outliers. 

 

Table 3: Statistical analysis results of the removed object models namely; non-ground feature layers extracted 

from airborne LiDAR DSM using DTM slope-based filter of varying window sizes 

 

DTM Slope 

based filter 

window size 

Feature 

layer 

from 

filter 

3x3 

Feature 

layer 

from 

filter 

5x5 

Feature 

layer 

from 

filter 

7x7 

Feature 

layer 

from 

filter 

11x11 

Feature 

layer 

from 

filter 

15x15 

Feature 

layer 

from 

filter 

21x21 

Feature 

layer 

from 

filter 

25x25 

Feature 

layer 

from 

filter 

31x31 

Feature 

layer 

from 

filter 

35x35 

Feature 

layer 

from 

filter 

41x41 

Min. (m) 243.163 242.102 242.102 242.102 223.487 223.487 223.487 223.487 223.487 223.487 

Max. (m) 347.968 347.968 347.968 347.968 347.968 347.968 347.968 347.968 347.968 347.968 

Mean (m) 276.778 276.937 277.032 277.173 277.256 277.298 277.290 277.267 277.253 277.239 

Median (m) 275.105 275.278 275.385 275.543 275.631 275.683 275.686 275.666 275.651 275.641 

Range (m) 104.804 105.866 105.866 105.866 124.480 124.480 124.480 124.480 124.480 124.480 

Standard 

Deviation (m) 
17.836 17.911 17.945 17.972 17.984 17.981 17.962 17.941 17.936 17.929 

Skewness (m) 1.013 0.999 0.992 0.983 0.979 0.978 0.979 0.981 0.983 0.985 

Kurtosis (m) 4.290 4.237 4.213 4.184 4.173 4.173 4.180 4.191 4.197 4.203 

 

3.4. Comparative Analysis of the Feature Layer Extracted with the Use of Different Filtering 

Approaches 

 

Figures from 21 to 24 depict charts of the statistical analysis of the feature layers extracted from 

airborne LiDAR DSM through the application of the three filtering approaches; Gaussian low pass 

filter, focal analysis mean filter and DTM slope-based filter with varying sizes. Figure 21 depicts the 

relationship between the ranges of elevations in the feature layers extracted from LiDAR DSM using 

the different filtering techniques and the filter window sizes. From that Figure the ranges of elevations 

in the feature layers from the three filtering approaches have increased with increasing the window 

size till window size of 15x15 where the ranges of elevations have recorded slight changes with more 

increases in the window sizes. The situation is a bit different when studying the standard deviation of 

the extracted feature layers from the different filtering approaches against the filter window size, see 

Figure 22. Thus, the standard deviations of the extracted feature layers have increased with relatively 

high rates due to increasing the window sizes of Gaussian low pass and focal analysis mean filters, 

however increasing the window sizes of DEM slope-based filter have produced increases in the 

standard deviation of the extracted feature layers but at very small rates. Figure 23 depicts the 

relationship between the skewness of the extracted feature layers from the three different filtering 

techniques against the filter window sizes. In this Figure, increasing the window size of Gaussian low 

pass filter and the focal analysis mean filter have resulted in increases in the skewness values letting 

them approaching to zero till window size of 21x21. This means that the feature layer from Gaussian 

low pass and focal analysis mean filter of window size of 21x21 have been almost of symmetrical 

Gaussian normal distribution curves. However, in the case of the feature layers produced from the 

application of the DTM slope-based filter the skewness property of the extracted feature layer has 

decreased towards the zero-value due to increasing the window sizes but with very small rates.  

 

 

 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 3069 

 

 
 

 

 

 
 

 

 

 

Figure 24 represents the relationship between the kurtosis of the produced feature layers and the filter 

window sizes. From Figure 24 it can be seen that increasing the window sizes of the Gaussian low 

pass filter and the focal analysis mean filter have produced decreases in the Kurtosis of the extracted 

feature layers. These decreases in the kurtosis values have been dramatic till window size of 21x21 in 

the cases of the Gaussian low pass filter and focal analysis mean filter while it has been very small in 

the feature layers extracted using these two filtering approaches with larger window sizes. The 

situation is different in the case of the feature layer extracted using the DTM slope-based filter since 

increasing the filter window size have produced decreases and consequently improvements in the 

kurtosis of the extracted feature layers but the rate of decreases has been very slight. In general, it can 

be recommended that applications of the three filtering approaches with increases in the window sizes 

have produced better removal of noise and outliers giving more consistent feature layers. 

 

4. Conclusion  

 

Extraction and analysis of feature layers from airborne LiDAR measurements has been an important 

application of airborne LiDAR point clouds in mapping and modelling of the environment. This study 

has concerned with exploring the different methods for extraction of the non-ground features from 

Airborne LiDAR measurements in order to create reliable feature layers that can be utilized in a wide 

range of engineering and environmental. The study also, aimed at applying a comparative study of the 

application of three main filtering techniques namely; Gaussian low pass filter, focal analysis mean 

filter, and DTM slope-based filter on airborne LiDAR DSMs in downtown urban landscapes at varying 

filter window sizes for extraction of reliable accurate feature layers. A dataset of airborne LiDAR 

measurements of the ISPRS WG III/4 test project on urban classification and 3D building 

reconstruction that was captured over the downtown of Vaihingen in Germany on 21 August 2008 by 

Leica Geosystems has been exploited in this research. Visual analysis has shown that Gaussian low 

pass filter with window size of 3x3 has attenuated a small range of the LiDAR DSM high frequencies 

however with increasing the window size of the filter to 7x7 clearer improvements have been observed 

where more structured and detailed feature layer has been obtained. However, much detailed and 

structured feature layer has been obtained from window size of 21x21 that has been interpreted in 

Figure 21: The relationship between the 

ranges of elevations in the feature layers and 

the filter window size 

 

Figure 22: The relationship between the 

standard deviations of elevations in the 

feature layers and the filter window size 

 

Figure 23: The relationship between the 

skewness of the feature layers and the filter 

window size 

 

Figure 24: The relationship between the 

kurtosis of the feature layers and the filter 

window size 
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increasing of the amounts of the blue color tones representing the rooftops of the buildings and wider 

ranges of feature heights. Focal analysis mean filter has achieved better removal of the non-ground 

features compared to Gaussian low pass filter of similar window size. Also, much better representation 

of the downtown landscapes has been obtained from the application of focal analysis mean filter of 

window size of 21x21 and larger where more structured feature layer with increases in blue color tones 

representing the rooftops of the buildings and wider ranges of feature heights have been obtained. 

DTM slope-based filter has extracted feature layers that have been different from those extracted by 

Gaussian low pass filter and focal analysis mean filter since varying the window size of the DTM slope-

based filter have not left noticeable effects on the produced feature layers. 

 

Statistical analysis of the feature layers from different filtering approaches has indicated that the 

ranges of elevations in the feature layers from the three filtering approaches have increased with 

increasing the window size till window size of 15x15 where slight changes in the ranges have occurred 

with more increases in the window sizes. Also, the standard deviations of the extracted feature layers 

have increased with considerable rates due to increasing the window sizes of the Gaussian low pass 

and focal analysis mean filters, however increasing the filter window size has produced increases on 

the standard deviation of the extracted feature layers from DTM slope-based filter but with very small 

rates. Additionally, increasing the window size of Gaussian low pass filter and the focal analysis mean 

filter have produced skewness of absolute values approaching to zero till window size of 21x21 which 

refers to improvements in the statistical properties of the feature layers. However, in the case of the 

feature layers produced from the application of the DTM slope-based filter the skewness of the 

extracted feature layer has decreased towards the zero-value due to increasing the window sizes but 

with very small rates which means that the feature layer from DTM slope-based filter have not been of 

Ideal symmetrical Gaussian normal distribution curves. Moreover, dramatic decreases in the kurtosis 

of the feature layers have occurred due to decreases in the window sizes of the filter till window size of 

21x21 in the cases of Gaussian low pass filter and focal analysis mean filter while decreases in 

kurtosis have been very mild due to more increases in the filter window sizes. However, increasing the 

window size of the DTM-slope based filter have produced slight decreases in the kurtosis of the 

extracted feature layers. In general, it can be recommended that application of the three filters with 

increases in the window sizes has produced more consistent feature layers with less noise and less 

outliers. The outcomes from exploitation of the extracted feature layers in different applications could 

help extraction of the optimum feature layer from airborne LiDAR measurements.  
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Abstract Knowledge about land use and land cover (LULC) dynamics is of high importance for a 

number of environmental studies including the development of water resources, land degradation and 

food security. Often, available global or regional data sets are used for impact studies, although they 

have not been validated for the area of interest. Validation is especially required if data are used to set 

up a land change model predicting future changes for management purposes. Therefore, three 

different LULC maps of the Mono River Basin in Togo were evaluated in this study. The analyzed 

maps were obtained from three sources: CILSS (2 km resolution), ESA (300 m), and Globeland (30m) 

datasets. Validation was performed using 1,000 reference points in the watershed derived from 

satellite images. The results reveal CILSS as the most accurate data set with a Kappa coefficient of 

68% and an overall accuracy of 83%. CILSS data shows a decrease of savanna and forest whereas 

an increase of cropland over the period 1975 to 2013. The increase of cropland area of 30.97% from 

1975 to 2013 can be related to the increase in population and their food demand, while the losses of 

forest area and the decrease of savanna are further amplified by using wood as energy sources and 

the lack of forest management. The three datasets were used to simulate future LULC changes using 

the Terrset Land Change Modeler. The validation of the model using CILSS data for 2013 showed a 

quality of 50.94%, it is only 40.04% for ESA and 20.13% for Globeland30. CILSS data was utilized to 

simulate the LULC distribution for the years 2020 and 2027 because of its satisfactory performances. 

The results show that a high spatial resolution is not a guarantee of high quality. The results of this 

study can be used for impact studies and to develop management strategies for mitigating negative 

effects of land use and land cover change. 

Keywords Land cover maps; Land cover scenario; Land Change Modeler (LCM); transition probabilities 

 

1. Introduction 

 

Land use and land cover (LULC) change in West Africa is mostly caused by population growth, 

although locally other drivers may be of importance (Atsri et al., 2018). With increasing population 
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demand for food, energy, and water is also increasing (Lambin et al., 2003), which causes land use 

and land cover changes (LULCC). West Africa is a region facing severe LULCC, particularly in the 

Republic of Togo (TG) and the Republic of Benin (BN), which are experiencing an environmental and 

social decline resulting in increasing subsistence farming. This causes an acceleration of the 

degradation of the natural resources and the increase of agricultural area due to rapid population and 

economic growth (Koglo et al., 2018). 

 

Land use refers to "man's activities on land which are directly related to the land,” while land cover is 

"the vegetation and artificial constructions covering the land surface” (Anderson et al., 1976). LULCC 

in West African countries are driven by natural and anthropogenic factors. The anthropogenic factors 

are mainly related to demographic growth (Brink and Eva, 2009), while the natural factors are linked to 

climate variability and climate change (Koubodana, 2015; Oguntunde et al., 2006). LULCC influence 

hydrological processes as agricultural intensification results in increased surface runoff, reduced 

groundwater recharge, and transfer of pollutants (Veldkamp and Lambin, 2001). Knowledge about 

LULC dynamics at the watershed scale is indispensable for water and land resource management 

(Eisfelder et al., 2012; Wisser et al., 2010). 

 

LULC products from remote sensing are often the input for environmental modeling and analysis. This 

is the case in hydrologic modeling and trend analysis (Wisser et al., 2010), biomass and energy 

modeling (Eisfelder et al., 2012), population density modeling (Sutton, 1997) as well as risk and 

hazard analysis (Herbst et al., 2006; Mishra et al., 2014). 

 

In many studies, LULC assessment has been performed with data available from the U.S Geological 

Survey (USGS). These products are developed on a large, often global scale and applying them to the 

local scale without any validation can significantly affect the model results and future scenario 

development (Pontius and Neeti, 2010; Sun and Robinson, 2018). In the present study, the impact of 

the LULC data sets accuracy on future scenarios in the Mono River Basin (MRB) was investigated. 

 

For LULCC analysis and future scenario prediction, a number of models have been developed like the 

GEOMOD, the Cellular Automata (CA) and STCHOICE (Arsanjani et al., 2013) and applied in a 

number of studies (Herbst et al., 2006; Mishra et al., 2014). A comparison of four statistical 

approaches of these models (Markov chain, logistic regression, generalized additive models, and 

survival analysis) was done by Sun and Robinson (2018) to detect their ability to quantify LULC 

changes and to perform prediction. The results show that the generalized additive model performs 

better for overall accuracy and is best for LULC validation and modeling. For example, Pontius and 

Neeti (2010); Pontius and Spencer. (2005) analyzed the uncertainty of future LULC scenarios and 

discussed techniques to quantify the meaningful differences between future scenarios using the 

GEOMOD model. However, each land cover modeling approach was developed with different 

strengths, weaknesses, and applications (Mas et al., 2014). A number of studies on LULCC used 

computation of transition potentials, the spatial trend change analysis and land cover change 

prediction using the Land Change Modeler (LCM), a tool in the TerrSet Geospatial Monitoring and 

Modeling System integrated in the IDRISI software (Du et al., 2012; Eastman, 2006). This LCM 

software provides a robust set of tools for change analysis and spatial trend analysis utilizing different 

variables as drivers for future scenarios computation (Eastman, 2006; Mishra and Singh, 2010). 

Generally, LULC data are required for the analysis of the past, but also for developing LULC scenarios 

(Rounsevell et al., 2006). Thus, validated data are used to analyze the drivers of change in the past 

and to project them for the future (Pontius et al., 2001). 

 

The methodology described by Olofsson et al. (2013); Pontius and Malanson (2014) to detect or to 

compare LULCC often used in the generation of LULC maps can also be applied for evaluating the 

results of different scenarios. Peixoto et al. (2006); Stehman. (2009) have described the method of 

spatial accuracy assessment by sampling approach and have proposed this method as appropriate for 

land cover accuracy assessment. The analysis of Pontius and Millones (2011) discussed the 
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limitations of comparing two maps using the Kappa coefficient and proposed a new methodology for 

comparison namely “quantify disagreement and allocation disagreement”. Nevertheless, the Kappa 
coefficient is still considered as a vital tool for accuracy assessment measurement in a number of 

studies (Biondini and Kandus, 2006; Milad et al., 2017; Ren et al., 2018; Sitthi et al., 2016). 

 

This study analyzes LULCC in the MRB from 1975 to 2013 using different data sources and simulates 

potential future LULC distributions. The main objective of this study is therefore to assess the accuracy 

of past and future land cover changes in the MRB using different data sets. The specifics objectives 

are: (i) to analyze the past LULCC in the MRB using three different data products, (ii) to project future 

LULC considering population growth as the main driver and (iii) to determine how the choice of the 

data set will influence projected future LULC accuracy. 

 

2. Materials and Methods 

 

2.1. Study area 

 

The study area is the Mono River Basin (MRB) in West Africa. The study area was selected for LULCC 

change analysis because of huge environmental problems like flooding downstream of the Nangbéto 

dam, soil erosion and dam-siltation caused by agricultural intensification, and cutting of trees, all 

exacerbated by the non-existence of any cooperative communal structure and reduced livelihood 

opportunities (SAWES, 2011). The MRB is the second largest river in Togo, and shared with the 

Republic of Benin. The basin is located between 06°16’ and 9°20’North latitude and 0° 42’and 1° 40' 

East longitude (Figure 1). At the outlet at Athiémé, the basin covers an area of 22,014 km
2
 with 88% of 

its area in Togo and the 12% in Benin (PCCP, 2008). The MRB is 309 km long, has its source in the 

Alédjo Mountains (Amoussou, 2010) in the north of Benin and drains into the Atlantic Ocean via ”la 

bouche du roi”. The elevation of the basin ranges from 12 to 948 meters (http://srtm.csi.cgiar.org/). The 

biggest dam on the river is at Nangbéto and produces 20% of the total hydroelectricity used by Togo 

and Benin. 

 

The watershed area encompasses two climate zones. In the south, from 6° to 8°N, two rainy seasons 

and two dry seasons exist with rainfall between 1200 and 1500 mm/year in the mountainous area of 

the southwest and 800 to 1000 mm/year in the coastal zone. 

 

The natural vegetation is mainly savanna and is composed of the bush and tree savanna, gallery 

forests, and grassland. The relief is generally flat, except for the mountainous regions of the West and 

the Northwest. In the lower part of the basin, there are very narrow coastal sedimentary island, often 

covered by alluvial deposits. 

 

In 2011, the MRB was populated by about  5.1 million inhabitants (FAO, 2012; PCCP, 2008; SAWES, 

2011). The main socioeconomic activities are agriculture, trade, fisheries and livestock husbandry 

(Amoussou, 2010).  According to FAO (http://worldpopulationreview.com/countries/togo- population), 

the population in Togo has tripled since 1975 and is still increasing (Table 1). 

 

Table 1: Past and future scenarios of population (millions of inhabitants) in Togo from 1975 to 2050 

 

Year (T) 1975 2000 2010 2015 2020 2025 2030 2035 2040 2045 2050 

Population (P) 2.40 4.90 6.50 7.40 8.34 9.41 10.5 11.66 12.86 14.08 15.29 

Growth rate (K) - 2.86 2.83 2.59 2.39 2.41 2.19 2.10 1.96 1.80 1.66 

Source: World Population, 2018 (http://worldpopulationreview.com/) 

 

Where K (%) is growth rate estimated from reported population data assuming exponential growth as 

given in Eq. (1):  

http://worldpopulationreview.com/
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and P is the population value at time 𝑡 + ∆𝑡, 𝑃0 is the initial population value at 𝑡0. 

 

 
 

Figure 1: Location of the Mono River basin in Togo and Benin 

 

2.2. Data Description 

 

Land use and land cover: In this study, we used three available sources of LULC data for the MRB 

comprising different temporal and spatial resolutions: the Permanent Interstate Committee for drought 

control in Sahel (CILSS) (CILSS, 2016) data set developed for West Africa at 2-km spatial resolution, a 

global map at 300-m resolution offered by the European Space Agency (ESA) in the frame of the 

project on Climate Change Initiatives (CCI) (Gessner et al., 2012), and the global Globeland30 project 

land cover map developed by the National Geomatics Center of China (NGCC) with a resolution of 30-

m (Eastman, 2006; Mishra and Singh, 2010). The details of the data sets are provided in Table 2. 

 

 

 

 

 

 

 

(1) 
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Table 2: Land cover datasets description 

 

Datasets CILSS ESA Globeland30 

Spatial resolution 2 km 300 m 30 m 

Data available periods 1975, 2000, and 2013 1992 to 2015 2000 and 2010 

Coverage West Africa Worldwide Worldwide 

Input’s images for 

classification 

Google Earth, Landsat, 

Corona and MODIS 

300 m MERIS, 1km 

SPOT-vegetation, 1km 

PROBA-V and 1km AVHRR 

 

Landsat TM and ETM+ 

Classification type Automated and semi- 

automated 

Automated Pixel-Object-Knowledge (POK) 

Number of LULC type 22 22 10 

Website for data 

availability 

https://eros.usgs.gov/ west 

Africa/data 

http://maps.elie.ucl.ac.b 

e/CCI/viewer/index.php 

http://www.globallandcov 

er.com/ 

 

2.3. Data Processing and Methods 

 

2.3.1. Pre-analysis and Harmonization of Land Use and Land Cover Type 

 

After extracting the Mono watershed in CILSS, ESA, and Globeland30 datasets, a maximum of ten 

LULC types are represented (Table 3). The pre-analysis consists first of reclassifying the ten land 

cover types into six major LULC types using ArcGIS 10.5 tools. Second, the spatial resolution of the 

CILSS and ESA maps was resampled to the 30-m resolution of Globeland30 (Thibaut et al., 2011) to 

be able to superimpose the maps for comparison (Bárdossy and Schmidt, 2009). 

 

Table 3: LULC categories in the MRB after extraction and reclassification scheme 

 

No. Extracted LULC Description 
LULC 

reclassified 

1 Forest 
Forests and woody vegetation land (> 75% trees/ha), dense, closed 

canopy formation of evergreen 

Forest 

2 
Gallery forest and 

riparian 

Corridor of dense permanent vegetation, forest bordering the edges of 

streams and rivers 

3 Degraded forest 
Immature forest, or forest in various stages of regrowth after 

disturbance 

4 Woodland 
Open formations of small to medium height trees, tree cover generally 

between 50%- 75% 

5 Savanna 
Land with trees (< 75% trees/ha) with mixture of shrub and grass 

undergrowth, with some dominance of grass or shrub 
Savanna 

6 
Wetland and 

floodplain 
Permanent wetlands and swamps Wetland 

7 Agriculture Cultivated areas with seasonal crops dependent on rainfall. 
Cropland 

8 Cropland and oil palm Crop field and fallow land, farms with crops and harvested croplands 

9 Water Rivers, open water, inland waters and small reservoirs Water 

10 Settlements Cities and villages, roads, and other buildings Settlements 

 

The six LULC classes in Table 3 are similar to those proposed by Penman et al. (2003) in the IPCC 

Guidelines according to the Kyoto Protocol of 2001 and the Good Practices Guidelines for Land Use, 

Land Use Change and Forestry (GPG-LULUCF). 

 

2.3.2. Accuracy assessment, land use/cover area, and change analysis 

 

According to Sitthi et al. (2016), a LULC accuracy assessment is required in any study using remote 

sensing data. LULC map accuracy is quantified by creating an error matrix or a confusion matrix, 

https://eros.usgs.gov/%20west%20Africa/data
https://eros.usgs.gov/%20west%20Africa/data
http://maps.elie.ucl.ac.b/
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which compares the classified map with a reference classification or a true map. These matrices can 

be used as a measure of agreement between model algorithm predictions and the references points 

(Congalton, 1991). Following the guidelines of the Food and Agriculture Organization (FAO), the tables 

of accuracy estimates were produced for each of the three data sets. This was followed by confidence 

intervals for area estimation and comparison of area estimation derived from map data to reference 

data (FAO-ONU, 2016). Many past studies have estimated the accuracy of the observed LULC map 

with a modeled one using a Kappa coefficient and overall accuracies (Chen et al., 2015; Franklin and 

Wulder, 2002; Lunetta et al., 2006; Ren et al., 2018). 

 

Table 4: Number of reference points for each land cover class for 2010 and 2013 

 

Number of land cover reference points 

Land cover type Forest Savanna Wetland Cropland Water Settlements Total 

Year 2013 23 665 10 289 8 5 1,000 

Year 2010 140 527 17 286 13 17 1,000 

 

For accuracy assessment, 1,000 reference points were randomly taken from high-resolution (in meter) 

satellite images for the years 2010 and 2013 provided by Google Earth Pro (version 7.3). These 

reference points were distributed proportionally to the size of the six LULC types inside MRB and 

compared with a 30-m spatial resolution classified map (Table 4). 

 

The accuracy assessment and an error matrix for each category of dataset were generated by 

following the guidelines of Congalton (1991); Huth et al. (2012) and the method proposed and 
described by Olofsson et al. (2013). According to this method, an error matrix can be computed by 

accounting LULC number of pixels. In addition, from this error matrix statistics such as user and 

producer accuracies are generated for individual LULC category of the data sets, then the overall 

accuracy and Kappa coefficient are computed from this error matrix (Pij) for each data set. 

 

User’s accuracy (Ȗl) of class i is the ratio of the correct mapped pixels of a particular class i by the row 

total pixels (Pi+) Eq. (2). 
 

           
 

Producer’s accuracy (Pj) of class j is the ratio of the number of correctly classified pixels to class j in 

the data to be evaluated and is estimated by Eq. (3) 
 

 

 

The overall accuracy (Ô) indicates the overall proportion of area correctly classified (Pii). It is the sum 

of all pixels on the major diagonal in the adjusted error matrix over the total number of pixels in the 

error matrix (N) as in Eq. (4). 
 

 
 

The Kappa coefficient (K) is computed based on the error matrix and is the value that shows the 

consistency of data classification. This value is used to evaluate the accuracy of remote sensing data 

as following Eq. (5) (Amler et al., 2015; Ren et al., 2018; Sitthi et al., 2016). 
 

(2) 

(3) 

(4) 
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According to, Fitzgerald and Lees (1994), K is considered to be statistically significant at p<0.001 at a 

level of confidence for the following intervals values:  

 Poor if K <40  

 Good if 40 ≤ K <75 

 Excellent if K ≥ 75 

 

2.3.3. Land use and land cover change scenarios 

 

Developing future LULC scenarios consists of two steps. In the first step, the rate of change has to be 

estimated, and in the second step the probability for a change into a certain LULC class to take place 

has to be computed (Verburg and Veldkamp, 2002). The flowchart of Mono land use and land cover 

modeling is shown in Figure 2. 

 

The spatial trend change analysis was performed for CILSS (1975-2000) and for the periods, 2000-

2010 and 2000-2013 (CILSS, ESA and Globeland30). Spatial trends per LULC category were 

computed as 9th order polynomial and presents positive, no and negative trend area of change 

(Eastman, 2006; Václavík and Rogan, 2009). 

 

The results are used to compute spatial transition probabilities for every LULC category. In this study, 

population growth, elevation, and distance to roads were used as drivers for calculating the transitions 

from forest to savanna, from forest to cropland, from savanna to cropland, and from savanna to forest. 

Road network and elevation are static drivers while population is a dynamic driver. 

 

 
 

Figure 2: MRB flowchart for land cover modeling (LC = Land use/cover) 

 

These transition probabilities are based on a Multi-Layer Perceptron (MLP) neural network (Eastman, 

2006). The parameters which are the driving forces of change are assumed to be the same (Eastman, 

2006). Many studies have shown that MLP is useful and a good tool for prediction, function 

approximation and classification (Gardner and Dorling, 1998). We adopted a Markov Chain prediction 

process and a transition probability to model the future LULC scenarios (Eastman, 2006). The 

transition probability file is a matrix that records the probability that each LULC category will change to 

any other category. The quality of the prediction can be evaluated using an observed map not used for 

(5) 
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calculating the transition potentials (Eastman, 2006). Computing the rate of change between 1975 and 

2000 and comparing the projected LULC of 2013 with the observed one allows validation of CILSS 

datasets. Afterwards, the prediction of LULC scenarios of CILSS and ESA at a time step of seven 

years from 2013 to 2027 and for Globeland30 at the step of ten year from 2010 to 2020 was 

performed. 

 

3. Results 

 

3.1. Accuracy assessment of land use and land cover 

 

The assessment of accuracy of LULC maps was done using the latest available LULC maps of the 

years 2010 (Globeland30) and 2013 (CILSS and ESA). The percentage of reference points estimated 

correctly, known as overall accuracy and the Kappa coefficient, were 83% and 68% for CILSS in 2013 

product, 69% and 36% using the ESA 2013 data set, and 57%, and 34% using the Globeland30 data 

set, respectively. The Kappa coefficient from CILSS is considered good but is poor for the ESA and 

Globeland30 data sets (Chen et al., 2004; Fitzgerald et Lees, 1994). The overall accuracy of CILSS is 

excellent, good for the ESA and Globeland30 data sets. Detailed producer and user accuracy 

computed is shown in Table 5. 

 

Table 5: User and producer accuracy values of each land use and land cover type 

 

 CILSS 2013 ESA 2013 Globeland30 2010 

User Producer User Producer User Producer 

Land cover type Accuracy [%] 

Forest 62.90 95.70 3.90 8.70 37.00 52.90 

Savanna 98.30 76.50 78.60 81.10 69.80 55.20 

Wetland 81.80 90.00 7.60 50.00 0.00 0.00 

Cropland 65.80 95.80 70.80 45.30 56.50 66.80 

Water 63.60 97.50 100.00 87.50 88.90 61.50 

Settlements 100.00 80.00 80.00 80.00 66.70 11.80 

 

According to Table 5, CILSS dataset shows acceptable results of user and producer accuracies higher 

than 60%. User and producer accuracies resulting from ESA for forest and wetland are very poor 

especially for wetland and settlements in Globeland30 data set. Particularly for the LULC categories of 

forest, savanna, cropland, and water, the accuracies are acceptable with ESA and Globeland30 data 

sets. In the three data sets, user and producer accuracies for savanna and water are acceptable while 

forest is good in the CILSS and Globeland30 datasets. We can conclude that globally the 

reclassification consistence is best from CILSS, ESA to Globeland30 data sets in MRB, whereas some 

individual LULC type have a best user and producer accuracies according to the data set. 

 

3.2. Land cover area and change area estimation 

 

The analysis of the CILSS data sets LULC type area reveals savanna, cropland and forest as the 

dominant land cover in the basin (Figure 3). In terms of area percentage coverage, savanna was 

75.94% in 1975, 63.75% in 2000 and 50.35% in 2013; cropland was 84.00% in 1975, 25.36% in 2000, 

and 39.82% in 2013; and forest was 14.87 % in 1975, 9.57% in 2000 and 7.96% in 2013 as shown in 

Table 6. 

 

LULC change area of savanna and forest decreased whereas settlements and cropland increase 

between 1975 and 2013 for CILSS data set. 

 

The results are seen to be different for the ESA data set and some were contrary to the CILSS data 

set. The savanna, surface area was 70.52% in 2000 and 70.70% in 2013. The area of cropland was 

20.66% in 2000 and 20.91% in 2013. The forest area decreased from 8.02% in 2000 to 7.51% in 2013. 
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This means there is an increase of savanna and a reduction of cropland over time. From our 

knowledge in the field, deforestation is still occurring, resulting in increasing cropland area in the MRB. 

Table 6 shows that forest decreases at 0.51% from 2000 to 2013 and an increase of savanna from 

2000 to 2013 for the ESA dataset. However, the major LULC types in the ESA map are still savanna, 

cropland and forest, but the change between 2000 and 2013 is positive for savanna, negative for 

forest, and positive for cropland. Considering the user and the overall accuracy by types (Table 5), it is 

clear that forest and wetland are not well classified in the ESA data sets (Figure 3 & Table 6). 

 

 
 

Figure 3: CILSS (upper), ESA (middle) and Globeland30 (bottom) LULC maps 
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The Globeland30 maps for 2000 and 2010 are shown in Figure 3. Forest area was 23.65% in 2000 

and 23.96% in 2010. For savanna, it was 44.51% in 2000 and 39.39% in 2010 while cropland was 

30.69% in 2000 and 33.68% in 2010. Based on these results, there was an increase of 0.32% area of 

forest and 3.19% of cropland and a decrease of savanna area of 4.52%. 

 

Table 6: Land use and land cover area and area change of CILSS, ESA and Globeland30 (GLC) 

 

 Land cover type area [%] Land cover type area change [%] 

Year 1975 2000 2010 2013 1975- 

2000 

2000-2013 2000- 

2010 

1975- 

2013 

Sources CILS S CILS S ESA GLC GLC CILS S ESA CILS S CIL 

SS 

ESA GLC CILS S 

Forest 14.87 9.57 8.02 23.65 23.96 7.96 7.51 -5.31 - 1.61 - 0.51 0.32 -6.91 

Savanna 75.94 63.75 70.52 44.51 39.99 50.35 70.70 -12.19 -13.40 0.18 - 4.52 -25.59 

Wetland 0.02 0.33 0.05 0.01 1.00 0.16 0.06 0.31 -0.16 0.02 0.99 0.14 

Cropland 8.84 25.36 20.66 30.69 33.88 39.82 20.90 16.51 14.50 0.25 3.19 30.97 

Water 0.02 0.51 0.68 0.68 0.67 0.49 0.63 0.49 -0.02 -0.06 -0.01 0.47 

Settlements 0.31 0.49 0.07 0.48 0.50 1.22 0.19 0.18 0.73 0.12 0.02 0.91 

Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 0.00 0.00 0.00 0.00 0.00 

 

3.3. Land use and land cover data modeling using the Land Change Modeler  

 

3.2.1. Land cover spatial trend of change 

 

The spatial trend of change computed for the CILSS, ESA and Globeland30 data sets is given in 

Appendix A. CILSS data show a spatial trend between the major LULC during the period of 2000 to 

2013 from forest to savanna in the southwest of the basin. The trend in change of forest is more 

intensive in the southwest and the northeast. These are the locations of the cities of Sokodé, Blitta, 

Anié and Atakpamé and the road networks as shown in Figure 1. The trend of change from savanna to 

cropland is high in the center of the basin, where 16.51% of the total area become cropland between 

1975 and 2000, 14.46% between 2000 and 2013 and therefore 30.97% from 1975 to 2013 (Table 6). 

There are some similarities of the spatial trend of the transition forest to savanna between 2000 and 

2013 using CILSS and ESA data sets and between 2000-2013 and 2000-2010 using the three data 

sets for the transition of savanna to cropland (Appendix A). 

 

3.2.2. Quantifications, locations of land use/cover change and driving forces 

 

Land use and land cover modeling requires knowledge about how much change occurs in the land, 

where it happened and why. Therefore, quantification of historical LULCC allows knowing the past 

state of LULC. Additionally, drivers involving change are useful for future land projection. 

 

Table 7: Changes in land use and land cover in the MRB for the three different data sets 

 

Areal changes [km
2
] 2000 to 2013 2000 to 2010 

CILSS ESA Globeland30 

Forest to Savanna 108 72 76.5 

Savanna to cropland 252 13.5 9 

Water to wetland 36 27 28.8 

Forest to cropland 54 180 25 

Total change area 450 292.5 139.3 

 

Table 7 shows the main changes in LULC in the study area as derived from CILSS, ESA, and 

Globeland30 and deduced from LCM analysis. The largest changes are savanna to cropland (252 

km
2
), forest to savanna (108 km

2
), and forest to cropland (54 km

2
) using the CILSS data set. The 

LULCC using ESA and Globeland30 is underestimated compared to CILSS. The LULCC can be 
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explained by the population growth in the region as from 2000 to 2015, the population in Togo 

increases from 4.90 to 7.40 million (Table 1). 

 

The hot spot of the change of forest to savanna is located in the southwest of the basin, while forest to 

cropland change is also important in the northeast. Changes of savanna to cropland are occurring over 

the entire basin but densely centered in the basin and from the south to the north. The change from 

forest to savanna with CILLS datasets is located in the south and west of the basin where the rural 

population likely has access to wood for their domestic needs. 

 

3.2.3. Land use and land cover validation and change predictions 

 

Because of limited data available of the year 1975 of ESA and Globeland30, validation was performed 

only for the CILSS data set. For that, after assessing LULCC between 1975 and 2000 a LULC map 

was generated for the year 2013 using the LCM. The estimated map was compared with the observed 

LULC map. The results of the validation were ranked as acceptable with an accuracy rate higher than 

50% (Appendix B). 

 

After analyzing LULC, future LULC was predicted for all data sets by supposing population growth as 

the main driver. 

 

 
 

 Land use and land cover area [%] Change area [%] 

Land cover type 2020 2027 2020-2027 

Forest 7.56 7.11 -0.45 

Savannah 45.13 39.49 -5.64 

Wetland 0.07 0.07 0.00 

Copland 45.72 50.98 5.26 
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Water 0.47 0.47 0.00 

Settlements 1.05 1.88 0.83 

Total 100.00 100.00 0.00 

 

Figure 4: Projected land use and land cover scenarios and areal changes for 2020 and 2027 with CILSS dataset 

 

The predicted LULC scenarios for 2020 and 2027 using the CILSS data sets are shown in Figure 4 

together with the related statistics. According to this projection, forest and savanna LULC decrease 

with a change rate of 0.45% for forest and for savanna of 5.64%. By contrast, cropland is constantly 

increasing with a rate of 5.26% and settlements are increasing at 0.83% between 2020 and 2027. 

Wetland and water bodies in the area did not change significantly. 

 

Because of weak representation of LULC using ESA and Globeland30 confirmed by the prediction 

accuracy of less than 50% (Appendix B), the projection was performed only for the year 2020. In 

Figure 5, CILSS, ESA, and Globeland30, LULC scenarios of 2020 are shown. The projected LULC 

map of 2020 is almost similar to the earlier LULC map from 2013 and 2010 for ESA and Globeland30, 

respectively (Figure 2). These similarities can be explained by the low prediction accuracies. 

 

 
 

Predicted land use and land cover in 2020 area [% ] 

Data sets Forest Savanna Wetland Cropland Water Settlements 

CILSS 7.56 45.13 0.07 45.72 0.47 1.05 

ESA 7.61 70.30 0.07 21.19 0.64 0.20 

Globeland30 23.96 39.99 1.00 33.88 0.67 0.50 

 

Figure 5: Comparison of the projected land cover maps and areal changes for 2020 the CILSS, ESA and 

Gloeland30 data sets 

 

The predicted LULC maps in 2020 depend strongly on the accuracy of each LULC source. Results 

show that the temporal change of LULC in the basin is best reproduced by CILSS. Beyond the CILSS 

data set, Globeland30 data performs better concerning the spatial representation of some LULC such 

as forest, savanna, cropland and water LULC types. 

 

Savanna, cropland, and forest are the dominant LULC types in the region. From 1975 to 2027, there is 

a decrease of forest and savanna followed by an increase of cropland and settlements in the MRB. 
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4. Discussion 

 

4.1. Accuracy assessment and past land cover change 

 

Although the spatial resolution of the ESA and the Globeland30 data is high, the two data sets do not 

accurately map some LULC types in the study area, which may be explained by the fact that for CILSS 

local information are used during the automated and semi-automated classification (CILSS, 2016; 

Cotillon, 2017). It may be also due to the number of reference points spatial repartition used for the 

accuracy assessment. Indeed, the selected random points size from Google earth imagery can affect 

the spatial distribution depending on the resolution of 2-km, 300-m or 30-m (Congalton, 1991; 

Stehman, 2009). The visual identification of land use or land cover classes is easy when the resolution 

is high (Huang and Siegert, 2006; Stuckens et al., 2000). 

 

Table 5 shows the difference of user and producer accuracies from CILSS ESA and Globeland30 

dataset. CILSS dataset reveals acceptable accuracies of each LULC category. This difference can be 

explained by the data set spatial resolution and references points. 

 

The finding that savanna and agriculture are the dominant LULC classes in the study area during the 

study period is in accordance with other studies. For example, Badjana (2015) analyzed LULCC in the 

Kara River basin, and showed that savanna was dominant. This was also observed by Diwediga et al. 

(2015) in the Mo River basin, a small tributary of Oti river in central region of Togo. It was also 

concluded by Koglo et al. (2018) that savanna and forest are the most important LULC type that are 

being converted by cropland in Kloto, a small district in the south of the MRB. 

 

The results of CILSS LULCC in MRB confirm many analyses performed in Togo and Benin about 

LULCC mainly caused by deforestation, cropland expansion, and losses of savanna (Akinyemi et al., 

2017; Kleemann et al., 2017). The results of Badjana et al. (2017); Koglo et al. (2018) revealed that 

deforestation and savanna changed to cropland and settlements in south and north of Togo. In Fazao-

Malfacassa National Park, in the northern part of the MRB, Atsri et al. (2018) found that forest and 

savanna are degraded, which could be explained by agriculture expansion, bush fire, timber extraction 

and linked by population growth. By assessing the land use change process in the Kéran protected 

area in the northern Togo, Polo-Polo-akpisso et al. (2019) confirmed that savanna and forest have 

decreased annually at the rate of more than 2%, whereas cropland and settlements have increased in 

the region. 

 

The results of the current study show that deforestation is increasing over the whole period of analysis. 

According to Kokou et al. (2005) more than 80% of the rural communities in Togo are using wood for 

cooking, causing significant losses of forest. Therefore, decision makers need to take measures to 

reduce forest degradation, sensitizing the local communities concerning the advantages of 

reforestation, and the negative impacts on the climate due to losses of forests. Measures must be also 

taken concerning demographic policies. 

 

The increase of the water bodies between 1975 and 2000, can be explained by the building of the 

Nangbéto dam in 1987 and rainfall variability in this region (Badjana, 2015). As the consequences of 

climate change and climate variability, reduced precipitation causes a decrease of the water body of 

the reservoir from 2000 to 2013, which had consequences for hydroelectricity production as mentioned 

by Houessou (2016). Climate variability, especially the droughts between 1970s and 1980s, negatively 

affected grassland due to overgrazing. The increase of settlements is also realistic and can be 

explained by demography in Togo and Benin (see Table 1). 

 

4.2. Land use and land cover scenarios accuracy and assessment 
 

LULC spatial trend direction and location are approximately situated in the locations of the main cities 

of the basin; therefore, LULC spatial trend can be explained by population activities and growth as 
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mentioned by Koglo et al. (2018) in the south district of MRB. Because of its fine resolution, the 

Nangbéto dam area and some protected forests such as Malafacassa (Amoussou et al., 2017; Atsri et 

al., 2018) are well delimited. The excellent reclassification of these land cover is due to low and high 

albedo factor of water and forest which plays a role during data collection by satellite’s sensors. CILSS 

LULC scenarios shows positive area change of cropland and settlements; negative area change of 

forest and savanna can be explained by the same factors cited above. 

 

Difference between future LULC scenarios of the data sets is due to the poor and better Kappa 

coefficients obtained, which prove the importance of LULC validation. Therefore validation or LULC 

based on supervised classification are preferable as an input in LULCC scenario studies (Foody, 

2002). 

 

LULC scenarios accuracy rate are strongly impacted by the accuracy assessment and LULCC of 

historical CILSS, ESA and Globeland30 data sets. Furthermore, the low accuracies obtained from the 

modeling can also be explained by the fact that we were not able to take into account all the drivers as 

well anthropogenic and natural during the modeling. Others reason are the weakness of LCM software 

or user manipulation errors (Camacho Olmedo et al., 2015; Mas et al., 2014). The simulation can allow 

understanding, forecasting, and anticipating the future evolution of environment coverage. 

Nevertheless it is important to know the validity of LCM outputs based on local expertise (Zoungrana 

et al., 2015). 

 

5. Conclusion 

 

This work focused on land use and land cover changes assessment and future scenarios in the Mono 

river basin (MRB) over the period 1975 to 2027 using three different data sets. The results show that 

the CILSS data set is the most reliable for the MRB with acceptable accuracy assessment efficiencies 

(higher than 75%). In the MRB, savanna, cropland, and forest are the major land use and land cover 

classes with decreasing (forest and savanna) and increasing (cropland, settlement) trends. The 

expansion of agriculture due to population growth occurs at the expense of savanna. In the tropical 

zone of West Africa, people use wood as an energy source, another cause of deforestation. LULCC 

must be taken seriously by the authorities and population themselves. It is very important to know the 

evolution of LULCC in order to develop strategies for planning of an integral water resources 

management (IWRM) in general. 

 

The study assessed scenarios of future LULC by mapping and analyzing the situation for two time 

steps (2020 and 2027). The maps obtained from this analysis can be used as inputs in hydrological 

modeling for assessing the impacts of LULC and climate changes on water yield and surface runoff of 

in MRB. 

 

Future scenarios of LULC depend significantly on the source of the underlying data set. The high 

spatial resolutions of Globeland (30 m) and ESA (300 m) are attractive, but the quality is limited to 

specific land use or land cover categories. The resolution of CILSS is rather coarse and therefore, 

users often prefer other data sets. Nevertheless, because CILSS data were produced with local 

knowledge, the quality is convincing and outperforms the others. Using the data sets for scenario 

analysis results in completely diverging futures; this may significantly affect management strategies. 

This study shows the importance of validating land cover data sets before scenario analysis. 
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Appendix A: Spatial trend map of land cover changes 
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Negative values represent a reverse spatial development for the analyzed trend, whereas increasing 

positive numbers characterize an increasing intensity for the analyzed trend. 
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Appendix B: Land Cover Modeler MLP parameters and performance for explaining the change in 

LULC for CILSS and ESA 2000-2013 as well as for Globeland30 2000-2010/ RMSE: Root Mean 

Squared Error 

 

 CILSS ESA Globeland30 

Input layer neurons 2 2 2 

Hidden layer neurons 3 2 3 

Output layer neurons 6 5 5 

Requested samples per class 10,000 10,000 10,000 

Final learning rate 0.0001 0.0001 0.0005 

Momentum factor 0.50 0.50 0.50 

Sigmoid constant 1.00 1.00 1.00 

Acceptable RMSE 0.01 0.01 0.01 

Iterations 10,00 10,00 10,00 

Training RMSE 0.29 0.35 0.40 

Testing RMSE 0.29 0.35 0.40 

Accuracy rate 50.94% 40.04% 20.13% 

Skill measure 0.41 0.24 0.0017 
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Abstract Actual Evapotranspiration (AET) is a major component of the river basin hydrological cycle 

over land surface and energy balances. More than 60% of input water on land is returned to the 

atmosphere through evapotranspiration and it greatly influences the water availability on the land 

surface. Estimation of AET is an essential part in various fields. Thus, this study mainly aims at 

assessing the impact of urbanization-associated land use changes on actual evapotranspiration and 

water balance in the Kelani River Basin, Sri Lanka. Thronthwaite equation and land use conditions are 

mainly considered in this study to estimate AET. Average monthly temperature data has been 

obtained from NASA MOD1C3 and data has been validated using observed temperature data 

processed by the Meteorological Department in Sri Lanka. Potential Evapotranspiration (PET) was 

calculated using monthly average temperature and fractional vegetation cover was calculated using 

Landsat images (TM, ETM and OLI) to identify the land use and land cover changes from year 2000 to 

2018. Both potential evapotranspiration and fractional vegetation cover are used to estimate AET. 

TRRM data was used to get Digital Elevation Model (DEM) and Landsat images were used to 

calculate Normalized Differential Vegetation Index (NDVI), Normalized Differential Building Index 

(NDBI). All the analysis used in this study have been carried out using raster calculator, zonal statistics 

and pivot tools in ArcGIS 10.1 software. The study revealed that land use and land cover is a major 

fact to determine AET. Upper catchment of Kelani River has obtained high AET values due to the 

vegetation cover and the elevation. Lower part of the catchment is associated with the low values due 

to build - up areas. AET has decreased by 2018 and urbanization is the main reason for it. Rainy 

seasons reduce the AET since high humidity and reducing AET can be highlighted when considering 

the temporal changes of AET in Kelani river basin. Evapotranspiration as a major component of water 

cycle should be considered because it can be a significant fact to reduce precipitation. 

Keywords Evapotranspiration; AET; PET; NDVI; NDBI 

 

1. Introduction 

 

High population growth rate, rapid urbanization and industrialization in the world increase human 

production and consumption, which has led to increasing demand for freshwater resources. “It is 

estimated that by 2050, global water demand would increase by 55% due to different anthropogenic 

activities such as; manufacturing, thermal electricity generation and domestic water use” (Ubantu, 
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2016). Due to this reason, water management is a very essential requirement at the present world and 

it is important to know that major factors of water resource such as; evapotranspiration, rainfall and 

run-off mainly influence the water resource management in a river basin. Also, evapotranspiration is 

considered as a major component in the river basin hydrological cycle. It is the combination of two 

processes named evaporation and transpiration. Evaporation is the process through which water is 

transferred to the atmosphere from soil & other surfaces and transpiration is from stomata in plants 

(climate.ncsu.edu, 2019). Moreover, ET plays an important role in the atmospheric process since it 

controls the water supply from the ocean and earth’s surface to the atmosphere. It is an energy-driven 

process and it is important in the water cycle since it is responsible for 15% of the atmosphere’s water 

vapor (Sanand et al., 2018). 

 

Water demand of crops, soil moisture condition, and water cycle balancing can be considered through 

estimating ET. Water demand of the crops may help to determine whether or not to irrigate and soil 

moisture condition helps to farmers to make decisions on farming. As an example, too much water in 

the soil causes to bog down the farm machinery and too dry soil causes to increase the stress of 

plants due to lack of available water. So ET can be used as a decision making tool for farming. ET 

helps to make decisions not only in farming but also in improving the well-being of biodiversity since 

ET acts a major role in water cycle. In other words clouds can’t form without input of water vapors and 

it will cause lack of precipitation. Precipitation also can be predicted through ET.  

 

There are a numbers of methods to estimate the ET as the (FAO56) Penman-Monteith equation, 

Thornthwaite equation, Hargreaves equation, Hamon equation, Priestly-Taylor equation, Solar 

radiation (Rs) based method and Net radiation (Rn) based method (Irmak et al., 2003) but these 

methods are not always easy to implement and supportive data sources are very limited and 

expensive. Many river basins in Sri Lanka are ungaged, and it is very difficult to obtain appropriate 

data at spatial and temporal scale to support any decision making of water management. With the 

development of technology, remote sensing method has been carried out to find ET and as examples 

remote sensing and SEBAL Algorithm (Kumar et al., 2014), Soil Plant Atmosphere and Remote 

Sensing Evapotranspiration (SPARSE) model (Saadi et al., 2018), using color composite (FCC) and 

Normalized Difference Vegetation Index (NDVI) in ArcGIS environment (Kilic and tarboton, 2012) can 

be shown. The ET computation by Remote Sensing is mostly based on the energy balance from 

satellite sensor and it is very effective to give an estimation output over large area.  

 

Land use change is a major factor that influences the river basin hydrological cycle and its major 

components of rainfall, evapotranspiration and run-off. Land use changes alter the spatial patterns of 

ET distribution, with significant impact on water balance in a river basin. “Actual evapotranspiration 

(AET) is the water quantity which is transferred to the atmosphere as water vapor from and 

evaporating surface under actual conditions; vegetation type, climate, Physiological mechanism and 

water availability” (Sanand et al., 2018). Assessment of AET is very essential because it can control 

the exchange of water and heat energy between the atmosphere and earth surface. Also, AET can 

determine climate drought in arid and semi-arid areas through studying temperature and land use 

pattern. Further, it is a good tool to identify the crop water requirement and improving any practices of 

water management at the river basin level is important for future decisions.  

 

Evapotranspiration is a major component of water cycle. Nowadays anthropogenic activities have 

changed the natural process of Evapotranspiration. Therefore, Evapotranspiration should be 

considered because it can be a significant fact to reduce precipitation. Water demand of crops, soil 

water necessity and drought condition can be identified through evapotranspiration and the findings 

would help to develop the practices for agriculture sector. Moreover, principles can be carried out for 

anthropogenic activities to balance friendly evapotranspiration process. 

 

The main purpose of this study was to identify the impact of rapid urbanization on AET in a river basin 

level and GIS and Remote Sensing techniques being used for that purpose. The specific objective of 

this study are: 
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 To identify the spatial and temporal variability of Actual Evapotranspiration in Kelani river 

basin. 

 To analyze the spatial and temporal changes in land use at the river basin level. 

 To assess the relationship between the evapotranspiration and different types of land use. 

 

2. Literature Review 

 

Evapotranspiration estimation based researches are common conducting in these days. Many 

researches have documented the impact of reference evapotranspiration and potential 

evapotranspiration changes on crop water requirement. Several of them focused mainly on water 

balance effects in a river basin. However, very limited number of studied have been done to analyze 

the rapid urbanization and its impact on Potential Evapotranspiration.  

 

Alkaeed et al. (2006) have done a research using six reference evapotranspiration (ETo) methods to 

compare each, based on their daily performances under the given climatic condition in the western 

region of Fukuoka City, Japan. Penman-Monteith method was considered to be the best method for 

estimating ETo in which the calculated ETo values correspond to lysimeters and other precise devices 

where real ETo can best obtained. The performances of the Thorthwaite, Hargreaves, Hamon, Rs-

based and Rn-based equations for monthly ETo estimates are significantly correlated with the ETo 

estimates in Food and Agriculture Organization Penman – Monteith equation (FAO56-PM) method 

although the Thorthwaite method was found to have highly significant estimates. In this study 

Thorthwaite method, with the minimum required weather data is used to estimate the potential 

evapotranspiration.  

 

Kumar et al. (2014) have carried out estimation of ET using MODIS Sensor Data in Udupi District of 

Karnataka, India. The direct relationship between land use/land cover classes and evapotranspiration 

is well noticed in the study as in the study carried out here. 

 

Maftei and Barbulescu (2010) implemented an ETo estimation algorithm, the Triangle Method, which is 

based on the modified Priestly-Taylor equation to estimate the evapotranspiration using remote 

sensing data and grid computing in Dobrogea, Romania. Their results have shown that the method 

utilized can derive reasonable estimates for surface temperature (LST) and evapotranspiration (ET). A 

Web-based client interface was built to make the applications usable to study the geographical 

distribution of evapotranspiration, consequently water demand in large cultivated areas for irrigation 

purposes and sustainable water resources management. In this study, remote sensing data has been 

calculated to find the evapotranspiration although Thornthwaite method was used instead of using 

Priestly-Taylor equation. 

 

Kilic and Tarboton have conducted a study in 2012, with the purpose of utilizing raw Landsat 5 TM 

data in order to display a false color composite (FCC) of the Landsat bands from a scene (path 29, 

Row 32), calculate vegetation index (NDVI) and estimate evapotranspiration (ETo) in the ArcGIS 

environment. NDVI was calculated to find the AET in this study but FCC was not used. 

 

Sun et al. (2011) have found that synergistic use of the polar-orbiting MODIS data and the 

geostationary-orbiting SEVIRI data have potential to produce reliable daily ET (actual or reference 

evapotranspiration) and a measure of drought exclusively from satellite data and weather forecast 

data. They have applied the methodology over East African highlands, and calculated the daily AET, 

daily ETo and dryness index for the year 2007. In this study, monthly AET has been calculated for 

particular months and 2000, 2013 and 2018 has been considered for finding the seasonable 

variations. 
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3. Study Area 

 

The study was conducted in the Kelani River basin in Sri Lanka (Figure 1). The Kelani River originates 

from the Western face of the central highlands located in the Horton Plains National Park and Peak 

Wilderness Sanctuary. It drains approximately 2,292 square kilometers of land area. It is the second 

largest river basin and fourth longest river in Sri Lanka. This area is exposed to the south west 

monsoon and belongs to wet zone in Sri Lanka. 

 

 

Source: Prepared by the author based on survey department of Sri Lanka, 2019 

 

Figure 1: Study area 

 

4. Materials and Methods 

 

Seasonal based AET analysis is carried out for the Period of 2000 to 2018. January and May were 

considered to depute wet and dry seasons in the area.  

 

Data 

 

This study is mainly based on secondary data. MODIS temperature data and Landsat TM, ETM and 

OLI satellite images (Red, NIR, swir bands) were used. Year 2000, 2013 and 2018 images were 

downloaded from earth explorer and less than 10% cloud cover were considered for the analysis. 

Third sub database which is mean monthly temperature included was extracted from MOD1C3 

satellite image. TRMM data were used for Digital Elevation Model (DEM) Sunshine hours were 

calculated using secondary data from timeanddate.com. Observed data set from Metrological 

Department is used to verify the accuracy of the temperature data.  

 

Calculate Potential Evapotranspiration 

 

Among several equations for measuring evapotranspiration Thornthwaite’s equation was used to find 

the potential evapotranspiration. This equation mainly focused on mean monthly temperature and 

mean monthly sunshine hour. The main advantage of this method is that only the temperature 

information is needed beside the sunshine hours. 
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To calculate Potential Evapotranspiration (PET) using Thornthwaite method, first the Annual 

Thorthwaite Heat Index (i) calculation is required, using the equation 01: 

 

… (1) 

Potential Evapotranspiration (PET) estimation is obtained for each month using the formula below,  

 

PET non corrected = 16 x (10Ti / I)
a
 … (2) 

 

Where a = (492390 + 17920 I – 771 I2 + 0.675 I3) x 10 -6 … (3) 

 

Obtained values are later corrected according to the real length of the month and the theoretical 

sunshine hours for the latitude of interest, with the formula: 

 

PET = PET non corrected x N x 30 … (4) 

 

Where T is the mean monthly temperature (c
0
), N is the mean monthly sunshine hour. 

 

 
 

Figure 2: Methodology for AET 

 

Fractional Vegetation Cover 

 

The method proposed by Brunsell and Gillies (2003) to obtain the fraction of vegetation cover has 

been used in this study.  

 

Firstly NDVI was calculated through the below equation using the TM, ETM+ and OLI Landsat Data for 

year 2000, 2013 and 2018. 

 

NDVI= (NIR-RED) / (NIR) + (RED) … (5) 

 

Then, fraction of vegetation cover using the raster calculator was done based on the equation: 

 

Square (("NDVI" - 0.14) / (0.75 -0.14)) … (6) 

 

 



IJARSG– An Open Access Journal (ISSN 2320 – 0243)  

 

International Journal of Advanced Remote Sensing and GIS 3150 

 

Estimate Actual Evapotranspiration 

 

Actual Evapotranspiration (AET) was calculated by multiplying fraction of vegetation cover with the 

potential evapotranspiration. Whole method of calculating AET can be presented as Figure 2: 

 

Calculate Normalized Difference Built-up Index (NDBI) 

 

The Normalized Difference Build-up Index (NDBI) was calculated to identify the impact of urban-

associated land use changes on actual evapotranspiration and NDBI was also calculated for above 

data period using Equation 07. 

 

NDBI = (NIR-swir)/(NIR+swir) … (7) 

 

ArcGIS environment was used to Calculate above methods and prepare the maps. Spatial analyst 

methods, raster calculator, pivot tables and zonal statistical tools were used for the analyze data.  

 

5. Results and Discussion 

 

Evapotranspiration was calculated for Kelani river basin and its spatial and temporal variation was 

significant.  

 

 
 

Figure 3: Mean actual evapotranspiration 

 

Spatial distribution of the AET shows the significant pattern all over the Kelani river basin. Upper 

catchment is associated with high AET values while lower catchment is associated with low AET 

values. Mean AET regarding the Divisional Secretariat Divisions which belong to Kelani river basin 

shown in Figure 3, clearly reveals its distribution throughout the whole river basin. Figure 4 shows the 

changes of mean AET in DSD along the Kelani River. 

 

DSDs in lower part and middle parts of the river have obtained low AET values and high AET values 

respectively although, DSDs which are in upper part of the river have obtained low AET values. Not 

only the spatial AET but also the temporal AET is shown in the map Figure 5. 

 

Temporal changes have been identified from 2000 to 2018 along January and May. AET has 

decreased from 2000 to 2018. AET in May is higher than the values in January. This result reveals that 
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rainy season reduce the AET due to high humidity. The low values of evapotranspiration reported in 

May are attributed to low temperature and sunshine conditions due to south west monsoon.  

 

 
 

Figure 4: Mean actual evapotranspiration (mm) of DSD 

 

 
 

Figure 5: Actual evapotranspiration 

 

Affected factors for these variations will be discussed further in this paper. Temperature, Land use, 

Land cover, Wind and Sunshine are the factors for evapotranspiration. Slope and aspect also play key 

roles in evapotranspiration as they determine the effectiveness of insolation.  

 

Temperature is the most significant factor for evapotranspiration. It has a positive relation in which the 

rate of evapotranspiration increases as temperature increases because there is a higher amount of 

energy availability to convert liquid to water vapor. Therefore, average monthly temperature data has 

been obtained from NASA MOD1C3 and this data has been validated using observed temperature 

data processed by the Metrological Department in Sri Lanka. The result showed a validity of more than 

80%.  
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Elevation affect to evapotranspiration due to high canopy layer and effectiveness of insolation. 

Elevation and AET is shown in Figure 6.  

 

High elevation area has obtained high AET but this situation can be changed with the land use pattern. 

 

 
 

Figure 6: Actual evapotranspiration and elevation 

 

 
 

Figure 7: AET and NDVI 

 

 
 

Figure 8: Correlation between AET and NDVI values 
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NDVI and NDBI were calculated to study the relationship between land cover - land use and AET. 

NDVI helps to reveal how the canopies affect AET while NDBI gives a clear idea of how the buildings 

affect AET.  

 

 
 

Figure 9: Actual evapotranspiration 

 

AET and NDVI are shown in Figure 7 and temporal changes of NDVI can also be identified. Moreover, 

changes of AET and NDVI resemble throughout the years. When AET decreased, NDVI has also 

decreased by 2018. It means that there is a correlation between AET and NDVI.  

 

The relationship between NDVI and AET is positive and it is shown in Figure 8. When the NDVI value 

is high AET value is also high. Low values of NDVI are identified in the areas with low canopy. 

Nowadays canopy layer is decreasing with the new constructions. Therefore temporally AET has 

decreased in the built up areas.  

 

Table 1: The AET values of land use and land cover 
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AET is poor in lower catchment of the area as settlements and built-up classes dominate over 

vegetation cover in this region. Integrating the Table 1, the AET is classified as poor in the built-up 

areas, moderate in the agricultural lands and plantations, good to very good in upper part of the river. 

Mountain areas with forests considered in the study show higher evapotranspiration. 

 

Increasing of the built up area and reducing of the canopy cover is the main reason to reduce AET 

temporally. AET and building distribution is shown in Figure 9. Built up area has increased by 2018 

and according to it, AET has decreased. Built-up area has reduced the AET due to rough surface. 

 

6. Conclusion and Recommendation 

 

AET is very important to identify the water necessity of trees and the contribution to water cycle. AET 

in Kelani river basin was calculated in the study. Spatial and Temporal changes of AET along the 

Kelani river basin could be clearly identified and affected factors for evapotranspiration were 

discussed.  

 

When the elevation is high, AET is also high due to high canopy layer and effectiveness of insolation. 

Land use and land cover are major factors to determine AET. Upper catchment of Kalani River has 

obtained high AET due to the vegetation cover and the elevation. Lower part of the catchment is 

associated with the low values due to built up areas. AET has decreased by 2018 and urbanization 

can be the main reason for it. Reducing AET can be highlighted when considering the temporal 

changes of AET in Kelani river basin. Rainy seasons reduce the AET since high humidity and temporal 

changes of AET can be seen in monsoon seasons. 

 

Further researches are needed to identify crop water necessity, cloud analysis, drought index and Soil 

water requirement through evapotranspiration. Identifying the crop differentials may help to calculate 

the water necessity. 
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